& 600 &S O D24
LDMHTLB& &L (BT &6







& OB1HCh1
6001 $HG O D24

LOMBTLBS SL.(BEDTSHEIT







SO enevtTiLs 5606555
(pBemsw S PenewruLl u@mgm&ﬁ)

Tamil Virtual Academy
(Erstwhile Tamil Virtual University)

Gz gn. &smbS), S.r.unu.
Swa @b

meir: 29.01.2024
W TGO

@smbleop’ u  wiBETRseflesr  TRSHILTEN DLEUCTIONES  DIDLOMHIL_Iq 65T
plioys s (Hoorser Sleub. sseuck Osmblipl usbsHsE aghHud SeTemas
HBUDLEGD HOID Gumbuller sureunhenm, EGMPleLEHIL UL LWETSHES, 6T&HIT&HT6n
sn55lws s eflaunSlé@n Qurbl B sBIPHIE Drsre usream’ (é saflssbip24
MBIl HLESSUUHSDE. Sbwnbm_ 19T R UGSWNE beubdlehiseflBlmbbg)
pieyd s (Hoorsemer Gubm Deubeom efleumsliug saflssblp vwewdens
CubuBHHINSHEG 2 soSuns SHEGD 1D &S WETEDUSSIUL LS.
gOerefley, GombluSliucy SidlEhiser, Gampliom_u eusoepmiser 2 erefl GLmi
2 (Hhanddl daflbGd Db ples s Houselles ySw  &IHSHEHISEHD
ST DL_HLBEHID (WPHSTEND L _biShgH@Gb. Diemey Gomdlullesr Guibum’ (& @b
yShw (W 6iTOl6oT(H U185 (6TH & (&1 gineor (f Gasnevasenma SI6oDU|ID GTETUSTOL,
SpiieudehiseflblmHhs &L (h s s ement Gumib (W eir@6oT(H Uiy & emerr
GuhOsneeGLmb. GuapbSlrer Gwmdl wilfledr, sbldle Subens GuLME Do),
SwbSlr GmHlEuwity wboib usrEwmndlé Gsmblep ukhiser 2_erefl’_ L LGy
Sooolyseiley s s [Hersemers OQun (wigGapéstiu_Lg. Guompluiiusy,
@smbleopi’ ub 2 arafli L Geopulleont Bluyb cusmslls &g GEsm_funsor
idledliyser efifleuns eSlemburtiu®SsUUL_L eor.

SpeudlehisEpd SHs Sideilieoud sl Guirmicubsi et uhiseTds
oiraubgeoni. SO euemd GHSTDHNHSTHe|D CsMPlimIL U eueridfdsncar ansSub
OQanai g6 G O _ihs SHbeHioumbSngs oiEib Bblsmssmw SHs
DiubSler 2 o WbssH. eudlehi Wiieyd &I [HooTsemerd &l @b
PSTON DG H(HHHSHMS Sefldbsds Camflui rbBsnb. isesTuly, BDpiliey

Anna University Camp'us,Gandhi Mandapam ROad,Kottur, Chennai - 600 025.
Tel : 91-44-2220 9400, Fax : 91-44-2220 9405, E-mail: tva@tn.gov.in, URL:www.tamilvu.org




BIOpsGh Gobul CLmf smhiser ohsl  GuIhcTEWR &L eoTssDeTH
sofullEs 2 or@ommb 6IBIUSE HHBSWLIG NaTbEh s Diied
s__Hoord smbshiscer IMGBhson. Mbhe DlioyE  EHESHSBEDET
GUGLEYIBIT & (ReSleoni (P (PEDOWINES DS MOIH S, &HubHTGoun &g g
steu@reuflbl(Hb g Wiieyd &L emrsemar @uUDevTD 6TeTUES W19 @6u(H & 6om.

SUCHEIBIT G® SoiSliuBsSu ilieudlehiiseir usLBeum)
@un(pedor mwseflgd &1 B emrsemer SieflsSHmhsniser. SibSwuneslesr uspOUMHMD
i miex e 6T SHsHs &L (5 oI ©61h & &) urhis 6iflé &) (mib & oot DNh&HH
sl (Heorsemenyb euh®IBT G WWEWLWIE HSDIHSE. Deubbledmwihs)
CaibOsB&s0UT L s Horscmerd Qsn@:ss ®adlsGarency mireunds SluyeirGemmb.
Shss swilsEGsremes  mpreneis  GomPiluc  BFeuevisERBEGD  Bpiliey
LONGOTON & (Oh& G uDlEhIHEHeEGD 2 Hellwns Sieowub. Shsd &1 (h sonseiT
aflonfla@hd  QuipsemwssT @sMfuter  eSlaunshiseT 1,868 If 6uLoNeoT
sflemoraysomer Gpndssl Gumbleowwynd Gumfl @piieHeub B&I&SFHID e16oTUSl6H
gwibliveme. B&Coy, sSBPsamIdD BHoogewSler ug ouraeT SBhHs Dlieyds
&L [ ovrsemer Gwmbluiiuch pieucuiser Bppbe USs UL Fss Gouer(Hibd
oreor 6N(HbyHGmmb.

HeoTH.

o
b



CONTENTS

OPTICAL CHARACTER RECOGNITION FOR TAMIL

1. A Survey on Various Machine Learning Algorithms for the
Translation of Tamil Scripts
Dr. E. Haripriya

2. DHRITI - Multilingual OCR System:
A Comparative Analysis of Tamil Document
Rajeev R R, Meharuniza Nazeem, Anitha R, Swathy A S,
Dinesh Lal D L, Sabeerali K P

3.  Artificial Intelligence based
Tamil Palm-Leaf Manuscript Reading Software
Balamurugan V T, Pravin Savaridass M, Udhaya Moorthy S J, Gokul S

TAMIL CORPUS DEVELOPMENT AND LINGUISTIC RESOURCES

1. oFeaeiwe sl QeTOHNRALLE &rmHef

Wpevealy @m.Hevent

2. SUIDF QFTORIMED 2 (THEUTHELLD FITESHEHLD
SrrGsnHIen FhiSTB6UEDTLSHET

11

19

25



NATURAL LANGUAGE PROCESSING FOR TAMIL

1.

Zero-shot Response generation in Chatbots -
Sobha Lalitha Devi and Pattabhi RK Rao

Bridging the Linguistic Gap: A Practical Exploration of Tamil

Integration in Technology - A Data-Driven Perspective -

Somasundaram Meenakshisundaram

Bridging Language Barriers for Tamil Travelers
Exploring Diverse Regions of India using
Deep Learning Technologies

Ra.K.Saravanaguru, Chellatamilan T, Kumar K, Sathyarajasekaran K

Novel Readability Measure for Tamil Language Texts-
Study and Design
R. Sunitha, Syam Mohan E, Amudha T K, V. Dhanalakshmi

Natural Language Processing for Tamil Language using
CRF-BERT Integrated Model
Gokulnath Ramesh, Sanjeev Kumar K S, Rithesh Roshan R,

Rajkumar Kalaimani

LSTM-based Sequence-to-Sequence Models for
Tamil Text Summarization

B Sanjana and Sabari Bala Sundar S

senflefl aufl BeosBw QLM Spuiey

WeveeuF L. GLefll Ngumsy

SDHT0S SOID QLOTHIGSTET QS THOLIT(HL SHETEhFWID
Gam.uLpesflmeen

39

44

50

56

62

68

73

78



10.

11.

Sign language model for Hearing Impaired People using LLM
R. Krithiga, S. Shoba

Min-Kaapiyam: A Generative Al Framework based on
Tholkappiyam

Balasundaram Ramaswamy

Review and Comparison of Tamil Text-to-Speech Systems
A Dinesh Babu

TAMIL INFORMATION RETRIEVAL AND TEXT MINING

sLOIps sewflefll QpUie|&E6T: FaUTEOSHEBLD THTSHTEOWOLD

QUTE AT THIGBITSHET

Concept Index: From Literary Study to Cultural Study

Dr. R. Jeyaraman

MACHINE TRANSLATION AND MULTILINGUAL TECHNOLOGIES

Domain Adaptation of Bidirectional Neural Machine
Translation system involving Tamil to Telugu
Yash Bhaskar, Nagaraj V, Vandan M, Dipti Misra Sharma,

Parameswari Krishnamurthy

A Novel Input Method for Tamil

Baskaran Sankaran

Design and Development of a Neural
Machine Translation System for Kannada — Tamil
Dr. B.Ashwath Rao

84

920

95

103

113

119

124

132



4. Machine Translation: A Comprehensive Survey
E. Sivakumar, R. Anitha 136

5. Enhanced Version of K4 Keyboard for the visually challenged
Dr. V. Krishnamoorthy 143

6. Legal-MT: Building English-Tamil Neural Machine
Translation System for Judiciary Domain
Ramakrishna Appicharla, Asif Ekbal 146

ARTIFICIAL INTELLIGENCE AND MACHINE LEARNING
APPLICATIONS FOR TAMIL COMPUTING

1. Smart Phone based Tamil Language Interfaced
Digital Solutions for Stray Animal Welfare in Tamil Nadu:
‘Find a Stray Animal (FISA)’ - Stray Tracking App

Supraja Vaidhyanathan, Haripriya Chandrasekhar, Praveen Kumar
Kannan, Vijay Jeyakumar, P. Selvaraj 155

2.  Artificial Intelligence based Face Recognition and its
Applications in Effective Governance
Dr. Xavier Chelladurai 159

3.  Assistive Tool for Converting Sign Language to Tamil Text and
Speech for Individuals with Hearing and Speech Impairment
using Deep Learning
Dr. G. Indirani, Dr. G. Revathy, Dr. B. Kumaravel 165

4. DISTINCT: Deep Identification of Tamil Language Speech
through Modified Features and Neural Networks

Kanimozhi Suguna S, Prema S, Vasanthakumari M 170



SENTIMENT ANALYSIS AND EMOTION RECOGNITION IN
TAMIL TEXT & SPEECH

1. Sentiment analysis on Electoral data using Adapter fusion,
a multi-task learning approaches
Vijay Sundar Ram R, Pattabhi RK Rao, Sobha Lalitha Devi

2. Opportunities and Challenges in Sentiment Analysis and
Emotion Recognition in Tamil Text and Speech

Ramesh Kumar V, Krishnan P

3. Sentiment Analysis and Emotion Recognition in Tamil Text
and Speech using a SVM-RF Integrated Model
Hareni Srikanth, Harshadha K S, Hajeera Thabasum A, Rajkumar Kalaimani

TAMIL LANGUAGE TECHNOLOGIES FOR EDUCATION AND
E-GOVERNANCE

1. 10T Integrated Dairy Farmers Support Digital Solutions through
Tamil Language Interfaced “Milk Productivity Improvement
Technology Platform (Milk Pit)”

Dr. Palanisamy Selvaraj, Dr. A. Kavitha, Dr. S. Pravin Kumar and

Dr. Vijay Jeyakumar

2. Development of a Tamil Handwriting App that Offers a
Guided Approach for Children to Learn, Practice and
Enjoy Tamil Handwriting

Khasturi Ramalingam, Muthu Nedumaran

3. 19881 60 2 e0ded FLOD GuUTHILILY:
CHOD), SeTml, HTeeT

LT, JITE6U60T

181

186

193

201

207

212



TAMIL E-LEARNING PLATFORMS AND TOOLS

1. An Immersive Journey:
Tamil Epic Poetry Silapathikaram Stepping into Metaverse

R. Rajkumar, Dominic Dunn, Antony Sam Jaiton

2.  Dynamic Language Learning: Immersive Tamil Education
through 3D Visualization in English-Tamil Flashcards App
Yuvasree P, Kavi Priya B, Thenmozhi K

3. Singapore’s Tamil Digital Technologies:
A Diaspora Pathseeker
Arun Mahizhnan & Nara Andiappan

ROLE OF TAMIL IN SPATIAL COMPUTING

1. Integrating Spatial Computing for Promoting Tamil Language
Srisivasubbramanyan BS, Gayathri P, Dr S Kanaga Suba Raja

221

226

232

239



OPTICAL
CHARACTER
RECOGNITION
FOR

TAMIL






KaniTamil24 | 3

A Survey on Various Machine Learning Algorithms for the

Translation of Tamil Scripts

Dr. E. Haripriya

ABSTRACT

The world has witnessed immense growth of the Tamil
language from Thanitamil to Kanitamil since time
immemorial, and the major contribution belongs to

the ancestors and their records in the form of Kalvettu,
Ollaisuvadi, Seppu Tagadu and numerous other ancient
scriptures. Several Archaeological researches are done
based on these ancestral records and evidences only. Since
the Tamil language has evolved so many variations of its
scripts from the 3rd century to present day, it is still hard to
identify the script in the primeval records. Only few people
are familiar with the techniques to read the old Tamil scripts
such as Brahmi, Vatteluthu, Tamizhi and so on. It is essential
to identify the scripts present in those ancient records and to
know the values of ancestors and their life style, medicines,
cultural values, arts and history. With the help of Artificial
Intelligence and Machine learning, these can be made
possible. This paper compares various machine learning
algorithms and techniques used so far to translate the scripts
present in the old records to modern Tamil language.

Dr. E. Haripriya

Assistant Professor of Computer Science, J.K.K. Nataraja
College of Arts & Science, Komarapalayam.

1. INTRODUCTION

Tamil Brahmi characters exist in between 300 BC
and 100 AD. Ulaga Podhumarai Thirukural was written
using Tamil Brahmi script. These Scripts serve as a
gateway to know our ancient culture, civilization, Arts,
Mathematics and Medicinal Values. Brahmi script is
considered as the oldest ancient script in India. During
the period of Ashoka, it becomes more popular. Mostly
this script was found in the form of copper plates and
rocks.

The Tamil Brahmi script was also called as Tamiri
or Damiri and it was a varied from the South Indian
Brahmi script. Old Tamil inscriptions were written
using Tamil Brahmi. This script was used as the writing
system in most of the regions in early days. They were
found on caves, stones, poems, pots and coins. Both
Tamil Brahmi inscriptions and Brahmi inscriptions are
same in same places in the Indian subcontinent, such
as the Ashoka Edict, but varied in few ways. Day by
day these versions are varied and native vowels were
followed. The Tamil Brahmi script was the parent script
and from that later Vatteluthu was originated.
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Fig 1: Brahmi Scripts - Alphabets

Fig 2: Brahmi Script in Copper Plates
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2. PROBLEM STATEMENT

Only few experts know these scripts and our
Archaeological departments do these ancient script
recognition with the help of these experts. Translation
by Human experts is a time consuming process and may
lead to errors.

3. LITERATURE REVIEW

Aniket et.al proposed an ensemble classification
technique for the identification of touching Brahmi
characters. The ensemble classifier is used to identify
the touching and non-touching characters. Boosting
algorithm is used for segmentation process. The
proposed system has achieved the accuracy of 100%
in identification and 99.16% for the segmentation of
scripts.
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Fig 3: 3rd Century BCE Ashoka Rock edict, Chitradurga,
Karnataka

Subadivya et.al suggested a model that uses
Convolution Neural Network for extracting the features
to translate the ancient Scripts and inscriptions into
modern Tamil character. Here the dataset was built
manually which consists the images. Flask framework
was used and it achieves the accuracy of 94.6%.

Poornimathi et.al proposed a data augmentation
technique for enhancing quality of the Inscriptions.
Image Blur, Binarization and Edge detection techniques
were used for the pre-processing the images. Edge
detection was used to test the results.

Brindha et.al suggested a novel feature extraction
technique for extracting the image features. NN Tool is
used to train the featured images. The system achieved
the accuracy of 91.6% and error rate of 8.7%.

Suganya et.al proposed a Fire safety algorithm for
feature selection for the identification of ancient Tamil
script. The system uses Shape and Hough transform for
feature extraction and concatenation.

4. METHODOLOGY

To transfer the obtained image inscription into
modern Tamil characters the following steps are
involved. They are Image Pre-processing, Segmentation,
Feature Extraction and Recognition. The pre-processing
involves,

® Image Inscription Input: The images are
captured using a high definition camera or
scanner

® Image Preprocessing: For improving the
quality of the input images, image preprocessing
is done. It involves Data Collection, Cropping,
Normalizing Image Inputs, Dimensionality
Reduction and Data Augmentation

® Segmentation: To avoid processing of the entire
image, the image is divided into segments and
the needed segment is processed.

® Feature Extraction: The binarized image
obtained is sliced to equivalent letter blocks each
containing an ancient Tamil character.

® Character Recognition: The set of cropped
images is fed to the Convolution Neural Network
trained for Image Classification and recognition

® Dataset: To train the blocks of images from the
available sample, a dataset is formed which is a
combination of modern and ancient Tamil fonts.

Figure 4: Architecture of Character Recognition System
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Table 1: Comparison table for various Machine Learning Methods

Author Dataset Methodology Library & Efficiency Achieved
gathering Used Language Used
Aniket et.al Cropped Ensemble Python Library Accuracy — 100%
Images Classification and Segmentation — 99.16%
Boosting
Algorithm
Brindha et.al Images are Novel Feature Python Library Accuracy — 92.14%
captured from Extraction & Precision rate is poor
various places Zernike moment
using high zoning feature
definition cameras
Poornimathi et.al Cropped Data Augmentation Python Library Accuracy for
Images and Edge Brahmi Scripts
Detection -91.57%
Vatteluthu — 89.75%
Subadivya.S et.al Cropped Natural Language Keras library with Accuracy -94.6%
Images Processing and TensorFlow in
CNN BackEnd
Suganya et.al Cropped Fire safety Python Accuracy -93.33%
Images algorithm and
Shape and Hough
transform
CONCLUSION

This paper compares various Machine Learning models used for ancient Tamil script recognition. Most of the

methods mainly concentrate on preprocessing of the images. By reading these studies, a significant rise has been
achieved to extend the methods and standards. It is mainly used to compare various techniques used in the same field
to improve the accuracy, precision and efficiency.
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DHRITI - Multilingual OCR System:

A Comparative Analysis of Tamil Document

Rajeev R R, Meharuniza Nazeem, Anitha R, Swathy A S, Dinesh Lal D L, Sabeerali K P

ABSTRACT

The research investigates the performance of three Optical
Character Recognition (OCR) engines—Easy OCR,
Paddle OCR, and Tesseract OCR—specifically focusing
on their efficacy in handling Tamil printed text. The study
aims to enhance the Document Handling and Retrieval

of the Image Text Information (DHRITI) Multilingual
system, by a comparative study of OCR engines available
for Dravidian Languages. The recognition of Dravidian
language documents is crucial as these invaluable records
illuminate cultural, linguistic, and societal evolution,
providing insights into ancient civilizations and preserving
linguistic nuances within the Dravidian language family,
enhancing their historical significance. Our focus here is on
printed Tamil Document. After rigorous testing and analysis,
Tesseract OCR emerged as the most effective solution for
Tamil printed recognition. Tesseract recognizes new scripts
with 96% accuracy and old scripts from the 1920s with
82% accuracy. The efficiency of Tesseract and its crucial
function within the DHRITT architecture are highlighted

in this research, which offers insightful information about
optimizing OCR engines for Tamil scripts.

Rajeev R R, Meharuniza Nazeem, Anitha R, Swathy A S,
Dinesh Lal D L, Sabeerali K P

International Centre for Free and Open Source Solutions
(ICFOSS), Thiruvananthapuram.

*Corresponding author(s). E-mail(s): rajeev@icfoss.in,
meharuniza@icfoss.org

INTRODUCTION

Optical Character Recognition is essential for
transforming handwritten or printed text into machine-
readable format in the age of the digital revolution.
OCR plays a crucial role in preserving historical
documents by converting them into digital formats.
This technology facilitates efficient storage, retrieval,
and reconstruction of historical records, ensuring their
accessibility and preservation for future generations
while enabling researchers to analyze and interpret
these documents with ease. Low resource languages
like Dravidian languages, preservation of historical data
is crucial. In this work we are particularly focusing on
Tamil documents.

Tamil scripts are known for their ancient origins, but
they also have distinctive features that make it harder
to distinguish them from printed documents. The Tamil
language is distinguished by a variety of scripts, each
with unique characteristics, such as the modern Tamil
script and the classical Brahmi-based script.

Tamil scripts can be difficult to recognize since their
characters are complex and contain both vowels and
consonants. The existence of ligatures and compound
characters, which call for specific recognition
methods, adds even more complexity. Tamil scripts
are characterised by their curvilinearity, which adds to
their complex visual patterns. Accurate identification of
these patterns requires the use of sophisticated Optical
Character Recognition (OCR) techniques.

A layer of complication is added by Tamil's
widespread usage of ligatures, which are combinations
of numerous characters that create a single visual unit.
These ligatures, like consonant-vowel pairings, require
OCR algorithms that can precisely identify and interpret
these complex structures.

Even with these obstacles, OCR is made more
challenging by Tamil's contextual nature. Diverse
typeface styles, dimensions, and handwriting
philosophies add to the complexity of precisely
extracting textual information from printed materials.
Consequently, the efficiency of OCR techniques is
critical for negotiating the intricacies of Tamil scripts
and guaranteeing accurate recognition and extraction of
textual data from a variety of sources.
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This research concentrates on comparing three
OCR engines to enhance the Document Handling and
Retrieval of Image to Text Information (DHRITI)
system, with Tesseract selected as the engine of choice
for Tamil printed text recognition.

The following sections of this paper present a
thorough analysis of modern OCR engines, emphasising
their distinctive features. We explore which approaches
are best suited to deal with the subtleties of the Tamil
language.

Wenexttake acloserlook atthe DHRITI-Multilingual
OCR architecture and explain how Tesseract OCR is
integrated as the recommended engine. The ensuing
sections provide a thorough explanation of our
analytical methodology, including the techniques used,
the corresponding findings, and final observations.

RELATED WORKS

The presented works showcase diverse approaches to
OCR specifically tailored for Tamil scripts, with a focus
on ancient inscriptions and printed text recognition.

Lalitha Giridhar et al. [1] introduce a novel
OCR method for old Tamil inscriptions in temples,
spanning the 7th to 12th centuries. Employing image
recognition-based categorization, they enhance OCR by
incorporating Otsu thresholding for picture binarization.
To generate audio output, a CNN connected to Tesseract
with the Python Tesseract library and Google gTTS
engine achieves an overall accuracy of 77.7% and a
text-to-speech accuracy of 68%.

In 2002, K.G. Aparna and A.G. Ramakrishnan [2]
propose an OCR system for Tamil language, specifically
targeting printed text recognition. The classification
process utilizes spatial occupancy, and the recognition
process employs orthonormal transform features,
achieving an impressive average recognition accuracy
of 98%.

R. Jagadeesh Kannan et al. [3] conducted a
comprehensive analysis of OCR for Tamil script in
2009. Their work covers Tamil script characteristics, the
current state of OCR, and the methodologies employed.
This paper serves as an overview of active research in
OCR systems for Tamil scripts, providing a comparative
examination.

M. Ramanan et al. [4] presented a hybrid decision
tree method for SVM-based printed Tamil character
identification in 2015. Utilizing a binary SVM arranged
in a hybrid decision tree for multiclass classification,
their approach, incorporating density, HOG, and
transition properties, achieves a remarkable 98.8%
identification rate.

In summary, these works collectively contribute
innovative methods to address the unique challenges

of OCR for Tamil scripts, spanning ancient inscriptions
to contemporary printed text, and showcasing
advancements in accuracy and methodology.

METHODOLOGY

OCR utilizes cutting-edge computer vision and Deep
Learning techniques. OCR has advanced significantly
and continues to be a pioneering challenge in deep
learning and computer vision. Its many uses—from
industrial applications to personal use to research and
development—showcase its crucial importance in
various fields.

The comparison investigation shows that Easy
OCR, Paddle OCR, and Tesseract OCR have different
strengths when it comes to identifying Tamil, English
and Malayalam documents.

EasyOCR: It is based on PyTorch and Python
and uses GPU acceleration to maximize performance
for quick text recognition. The CRNN model, which
consists of three primary components—ResNet for
feature extraction, LSTM for sequence labeling, and
CTC for decoding—manages recognition, while the
CRAFT algorithm manages detection. This well-
designed architecture improves the efficiency of the
optical character recognition process. EasyOCR's
minimum software dependencies make integration
easier via its API and allow for simple usage without
a lot of external requirements. This is one of its
standout features. EasyOCR's [5] robust frameworks
and algorithms, which put accessibility, speed, and
accuracy first when identifying Tamil text in pictures,
demonstrate the program's effectiveness.

Paddle OCR: PaddleOCR is an easy-to-use OCR
toolbox that requires only a few lines of code to apply
and train models [6]. It meets various needs with a
range of pre-trained models, such as text detection and
identification. Based on memory utilization, it provides
models that strike a compromise between accuracy and
speed. With support for more than 80 languages, our
main product, PP-OCR, excels at English and Chinese
recognition. With the use of CNNs, Bi-directional
LSTMs, and a transcription layer, PaddleOCR's design
ensures precise and effective OCR for printed Tamil
texts. By using Connectionist Temporal Classification
(CTC) Loss to improve training and decoding, a clear
and accurate output is generated.

Tesseract: Several processes specifically designed
to make use of the distinctive features of the script
are required for Tesseract to recognize printed Tamil
manuscripts. Using connected component analysis, the
first preprocessing divides the image into separate parts
and arranges them into lines and blobs. Taking into
account the interconnectedness of Tamil characters,
word segmentation is then used. With Tesseract [7],
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recognition is done in two steps: the first pass tries basic
recognition, and words that are recognized correctly are
used as training for the second pass, which tries error
correction. The spacing is fine-tuned, and small capital
letters are identified [8]. Adding an LSTM model, the
updated Tesseract analyses the input image line by line
in rectangular boxes [9], improving sequential analysis-
based Tamil script recognition. This modified approach
guarantees precise segmentation and recognition for
Tamil-printed documents, improving the OCR system's
overall performance.

IMPLEMENTATION

The Tesseract engine, which is skilled at extracting
text from papers, PDFs, orimages, is smoothly integrated
into our DHRITI - Multilingual OCR system. The
architecture diagram explaining the setup and operation
of the system is shown in the following section.

Scanned Documents ‘
—
H
SN

PDF Documents )\,
PDF

Images 'L_o
| JPG

Multi
Lingual
Recognition
Engine

Fig.1: Architecture of the proposed system

We set out on a multilingual OCR to thoroughly
investigate various approaches to document analysis,
concentrating on materials from the 1920s as PDFs and
images. This historical background broadens the scope
of our analysis and illuminates a variety of linguistic
subtleties. To evaluate the performance of OCR systems,
we compare three major contenders across the language
domains of Malayalam, Tamil, and English.

Our study's flexibility is in its ability to accept
input in both image and PDF formats, which the OCR
engine then carefully processes to extract text from
the provided files. When the final output is displayed
in text or document format, it prepares the reader for
a thorough manual examination that examines the
Character Error Rate (CER) to determine how accurate
each result is. This painstaking analysis not only brings
to light the intricacies of performance but also provides
the foundation for a strong comparison that aims to
identify the most ideal result.

Tesseractis an open-source program with multilingual
compatibility that can help detect Tamil characters
when configured with the appropriate language pack.

( N

The first step in the installation process is to integrate
Tesseract OCR into the system before starting the
extraction process. The pytesseract wrapper for Python
makes it easier to communicate with the OCR engine.
It is necessary to obtain and install the Tamil language
pack in the Tesseract data directory. Preprocessing is
required for the best OCR results when working with
images. Converting the image to grayscale simplifies it,
while contrast augmentation and binarization highlight
text portions. Deskewing is used to fix alignment, and
noise reduction is used to eliminate distortions. While
cropping concentrates attention on the areas of interest,
text localization finds pertinent sections. The image
is further refined using optional color inversion and
denoising. Normalization guarantees uniform values for
pixels. The image to string function is used to deliver the
processed image to Tesseract OCR, which is the central
step in the process. Tamil text that has been extracted
can then be saved, printed, or used as required.

There is an extra layer added for PDF files. Images
are taken from each PDF page by traversing over
them using the PyMuPDF library. Each image is
thereafter subjected to the same preprocessing and
OCR procedures, which together produce the extracted
Tamil text from the whole PDF. Customization and
adaptability are important factors. Optimizing language
parameters, experimenting  with  preprocessing
techniques, and fine-tuning configurations yield the best
OCR results. Installing dependencies like pytesseract,
Pillow, and fitz is necessary to enable the processing of
images and PDFs. Tesseract OCR, Python libraries, and
careful preparation techniques work together to provide
a reliable method for removing Tamil text from pictures
or PDF files.

EXPERIMENTAL ANALYSIS

This research paper explores the comparative
performance of OCR engines as mentioned in previous
sections within the DHRITI- Multilingual OCR system,
emphasizing the enhancement of Tamil printed text
recognition. Using a diverse dataset, the study assesses
these engines based on Character Error Rate (CER)
metrics, providing a nuanced evaluation of their
accuracy.

The investigation reveals Tesseract OCR as the
optimal choice for Tamil printed text recognition,
highlighting its robust algorithms and language support.
The paper delves into the integration of Tesseract OCR
within the DHRITI system through a comprehensive
block diagram, emphasizing its pivotal role in the
document handling and retrieval process.

Results, depicted in a comparative performance
graph, showcase Tesseract OCR's consistent
outperformance. The research underscores the
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importance of CER to capture the intricacies of Tamil
text recognition. Ultimately, the findings contribute to
informed decision-making in selecting OCR engines for
effective integration into systems handling Tamil printed
documents, thereby impacting document management
frameworks like DHRITI.

We tested the models using the metrics CER. An
OCR system's accuracy is measured by calculating
the CER [5], which is determined by comparing
the recognized text with a ground truth or reference
text. The CER is calculated based on the number of
character-level errors that the OCR system produces.
The character mistake rate can be obtained using the
following equation:

Whereas'l' denotes character presentin therecognised
text but absent from the reference text, 'D' denotes
deletions (characters missing from the recognised text
compared to the reference text), 'S' denotes substitutions
(characters recognised incorrectly), and 'N' denotes the
total number of characters in the reference text.

In our analysis, the system undergoes testing with
new input images or PDFs, and the extracted output
is subsequently assessed against the original script for
evaluation. To enable a comparison between two, the
text must then be aligned at the character level for CER.
The number of substitutions, deletions, and insertions is
then used to calculate the errors. Substitutions represent
incorrect elements in the OCR output; deletions
represent elements that are present in the ground truth
but absent from the OCR output; and insertions represent
elements that the OCR system identified but are absent
from the ground truth. Ultimately, the CER formulas are
used to calculate the error rates, which yield a numerical
representation of the accuracy of the OCR system.
Reduced CER values signify better performance; these
measures also help with iterative system modification
by providing insights into particular error kinds.

A realistic Python implementation develops a set of
functions to compute the CER, count the different sorts
of errors, and align the ground truth and OCR output.
While distinct functions count substitution, deletion,
and insertion errors, the alignment function aligns words
or characters in the ground truth and OCR output using
dynamic programming or other alignment approaches.
After that, the computed error rates are interpreted,
providing insightful information about the system's
pros and cons. This method offers a solid framework for
assessing impartially how well OCR algorithms handle
Tamil text extracted from pictures or PDFs.

The experiment analysis results are shown below.
In the experiment, documents were sorted into two
categories: old scripts, which were documents dated
1920 or earlier, and new scripts, which were documents
labeled more recently.

OCR Engines Accuracy CER

Old Script New Script Old Script New Script
Paddle OCR 0.6419 0.6637 0.35802 0.33628
Easy OCR 0.6823 0.7015 0.3177 0.2985
Tessearact 0.8238 0.9667 0.1761 0.03333

Table 1: Comparative analysis
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Fig.2: Comparative Performance Graph

Table 1 and Figure 2 demonstrate Tesseract's
impressive performance in recognizing documents;
in particular, it performs exceptionally well when
understanding Tamil scripts in both its ancient and
new versions. Our comprehensive investigation's
results allow us to draw a certain conclusion: Tesseract
performs better than other OCR techniques when it
comes to Tamil script recognition, highlighting its
superior efficacy and accuracy.

The DHRITI - Multilingual OCR is hosted and
released by the ICFOSS infrastructure. A screenshot
of the deployment can be found in Fig. 3. The outputs
for the old and new scripts, respectively, are shown in
figures Fig. 4 and Fig. 5.
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Fig.3: DHRITI - Multilingual OCR
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Fig.5: Output obtained for new scripts
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Artificial Intelligence based

Tamil Palm-Leaf Manuscript Reading Software

Balamurugan V T, Pravin Savaridass M, Udhaya Moorthy S J, Gokul S

ABSTRACT

Palm leaf manuscripts are an invaluable source of
information containing literary, medical practices, religious,
and historical texts in Tamil literature. However, modern
scholars face difficulties in transcribing them due to the
differences between the old script and modern Tamil
characters, and the lack of experts who can transcribe them
properly. To address this issue, an Al-powered software
model is proposed to transcribe Tamil palm-leaf manuscripts
into contemporary Tamil characters using image pre-
processing, optical character recognition, and deep learning
CNN model. The model is trained using a diverse dataset of
palm leaf manuscripts, and convolutional neural networks
are used to recognize the cursive Tamil characters in the
manuscripts. The proposed approach achieves the model
accuracy of 94% and 87% real time accuracy. The proposed
Al-based Tamil palm leaf manuscript reader is much
impactful in the world of cultural preservation and academic
research, making it easier and faster to transcribe the huge
collection of preserved and digitalized Tamil palm leaves.

1. INTRODUCTION

Palm leaf Manuscripts are really important because
they help us understand the rich history and language of
our societies. In Tamil literature, palm-leaf manuscripts
are really important. Even though they're really
valuable, modern scholars have a hard time transcribing
them because of the differences between the old script
and modern Tamil characters. Plus, there aren't many
experts who can transcribe them properly, which makes
it really hard to analyze and interpret them properly.
Also, the average lifespan of a Palm leaf manuscript
will be around 100 years after which they will start
corroding.

Cultural heritage preservation is a high priority, and
the Tamil language has been meticulously recorded
on palm leaves for centuries due to its historical
significance. These priceless informational treasures,
appropriately called “Palm Leaf Manuscripts,” are filled
with a variety of historical, philosophical, and literary
writings. But because of these manuscripts' delicate
nature and the difficulties in digitizing and preserving
them, creative solutions are now required.

We know how important it is to keep this history
alive and make it available to more people, so we have
proposed an Al-powered software model that leverages
cutting-edge technologies to bridge the temporal gap
between ancient Tamil script and its modern textual
form. The task at hand involves transcribing Tamil palm
leaf manuscripts using an Al-based model, integrating
image pre-processing, optical character recognition
(OCR), and deep learning, specifically utilizing
Convolutional Neural Networks (CNNs). We've started
by predicting the old Tamil numerals embedded in the
palm leaf manuscript, and we've carefully curated a
dataset to help us do this. As we go on, the goal is to
expand the model's capabilities to cover the entire Tamil
language, making it easier and faster to transcribe for
the huge collection of preserved and digitalized Tamil
palm leaves. Using Al and cutting-edge technology,
this project is going to revolutionize the way scholars
look at Tamil literature, making sure it's preserved
and accessible for future generations. By quickly and
accurately translating ancient scripts into a modern,
easy-to-read format, this cutting-edge Al-based Tamil
palm leaf manuscript reader is going to be a game-
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changer in the world of cultural preservation and
academic research.

2. LITERATURE SURVEY

This section outlines the contribution and other
works done by various researchers for Palm leaf and
other manuscript character identification in Tamil and
other languages.

Ali and Joseph [1] developed a CNN model that is
ideal for dispensing real-time input pictures that include
Malayalam characters, as well as the task of segmenting
words and typescripts from an image and predicting
attractiveness using the CNN model. The gradient descent
technique is used implicitly in CNN to perform feature
extraction in this model. This technique is effectively
used for digitizing Malayalam script, which consists of
36 consonants and 13 vowels, is approved out in stages,
and has a training dataset accuracy of 97.26 percent.

By utilizing Simulated Annealing to optimize
CNN, Balakrishnan and Pavithira [2] demonstrated
the effectiveness of character appreciation. They
talked about CNN's capabilities, various deep learning
techniques, and CNN training methods. Character
recognition, as defined, is the process of identifying and
classifying characters in an input image and translating
them into ASCII or another machine-readable format.
The proposed method evaluated the OCR precision of
multilingual texts from multiple books, and the results
show that the CNN by SA has a higher accuracy than
the unique CNN.

Alam Ahmad Hidayat et al [3] presented a study
on Sundanese character recognition in Southeast
Asian palm leaf manuscripts. The study focused on
automating document image analysis for scanning
ancient manuscripts using Convolutional Neural
Networks (CNN). Two preprocessing strategies were
investigated, with the second method, which used
character binarization, beating the CNN-based classifier
in the first technique, obtaining an astonishing 97.74%
testing accuracy.

A Convolutional Neural Network (CNN) was
proposed by Sabeenian et al. [4] with the impressive
accuracy range of 96.1% to 100% for the recognition
of Tamil palm-leaf characters. Effective feature
extraction is the key to the CNN's performance, which
is demonstrated by the 1000 samples per class for 15
classes in a dataset of scanned palm-leaf manuscript
images.

Using machine learning and natural language
processing, Cristea et al. [5] explore the evolution of
optical character recognition (OCR) systems, from
their early limits to their current capabilities. The shift
towards Handwritten Text Recognition (HTR) and tools
such as Monk and Transkribus are emphasized.

In a research paper written by Moudgil Aditi, et
al [6] focus on handwritten Devanagari manuscripts,
which are intricate because of a variety of features such
characters, modifiers, and shirorekha. Deep learning is
not fully exploited for Devanagari, despite its potential
for character identification. The authors built a CapsNet
characterrecognition system, preprocessed a Devanagari
manuscript dataset, and addressed this issue. After that,
they examined and contrasted the findings.

Singh et al [7] through their research proposes a
new method for cleaning up old palm leaf manuscripts,
which are important historical documents. The method
combines two filters: a Gaussian filter to smooth out
noise while keeping edges sharp, and a conservative
smoothing filter to remove noise from the background
without blurring the writing. The filters are applied
to different parts of the image to get the best results.
This method is shown to be effective in improving the
quality of the manuscripts, making it easier to read and
extract the text.

Based on [8] data augmentation approach, MAT-
AGCA transforms the decoding of ancient Balinese
lontar manuscripts. Combining variation creation and
noise reduction, the technique achieves an amazing
96% accuracy in character identification, enabling
automated interpretation and improving our grasp of
Balinese cultural heritage.

The study by Islam et at [9] uses Image Data
Generator to enhance a small dataset from the Electronic
Beowulf manuscript. For various dataset augmentations,
their proprietary Convolutional Neural Network (CNN)
obtains recognition accuracies of 88.67%, 90.91%,
and 98.86%. The CNN model also outperforms other
algorithms with a benchmark accuracy of 99.03% on
the MNIST dataset.

Balakrishnan Jayakumari et al. [10] conduct a
comparative study on pretrained deep learning models
for identifying Malayalam documents such as agreement
contracts, notebook photos, and palm leaves. The
refined VGG-16 model outperformed the competition,
obtaining a high accuracy of 99.7%. Future work in
creating algorithms for document classification based
on content and spectral features is suggested in the

paper.

3. MATERIAL AND METHODOLOGIES

3.1 Image Pre-processing

Preprocessing images is a crucial first step in the
entire process, acting as a base for other steps. While
working with various kinds of palm leaves that have
different gradients, an optimized method is required.
The process begins with the grayscale conversion of
photos, an essential first step that lays the groundwork
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for subsequent improvements. The subsequent
conversion to binary is necessary but introduces a noise
being exposed. In order to mitigate the effects of noise
on the binary-converted images, strategic techniques
are applied. The first technique is the use of contours
and the fill-poly function. A crucial component of this
technique is the use of adaptive thresholds, which are
precisely calibrated to take into account variations in
pixel values brought about by variations in lighting and
image quality. In order to balance reducing noise and
minimizing data loss, morphological operations such as
the erode and dilate functions needs to be integrated.
This extensive approach makes sure the best possible
outcomes while displaying Adaptability in the face of
evolving difficulties imposed by various palm leaves
and external factors. As a result, image preprocessing
emerges as a complex and essential step that sets the
stage for subsequent steps of palm leaf manuscript the
process of transcription.

3.2 Optical Character Recognition (OCR)

The process of transcribing Tamil palm leaf
manuscripts into contemporary Tamil script requires the
use of Optical Character Recognition (OCR) technology.
This method begins with digitizing fragile palm leaf
manuscripts. Following that, OCR algorithms are used
to detect individual characters from these images,
splitting the written content into separate character for
precise recognition. The predicted characters are then
transcribed into contemporary Tamil script, boxed and
labelled above the recognized characters to improve
accessibility. This method not only preserves the cultural
and historical significance of palm leaf manuscripts, but
also makes them more accessible to researchers and the
general public. It can be a useful tool for maintaining
and sharing historical knowledge by implementing an
evaluation step to guarantee accuracy before archiving
the final transcribed text.

3.3 Deep Learning and Convolutional
Neural Network (CNN)

The research uses a Convolutional Neural Network
(CNN) without a separate feature extraction stage as
shown in figure 1. Instead, all pixel values from a picture
are immediately fed into the network's first layer. Tensor
Flow is used for implementation, and a multilayer CNN
architecture is used.

Figure 1: Block diagram of the proposed work
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The first convolutional layer (C1) is crucial for
processing visual data in the complex world of
convolutional neural networks (CNNs). Consider a
grayscale 50 x 50 pixel image being studied closely
through a 3 x 3 pixel sliding window in this layer.
The network can now extract important features and
patterns from the input image through this process.
The output then goes to a Rectified Linear Unit (ReLU)
function after this convolutional operation. The ReLU
functions play a crucial role in keeping training from
turning saturating, which helps address the vanishing
gradient issue and promotes improved retention. By
strategically incorporating max-pooling procedures, the
network's efficiency is further enhanced by a reduction
in computational intensity. Depending on the network
architecture, these pooling operations are spaced after
each convolutional layer and are used to minimise the
spatial dimensions, highlighting the most important
features and improving computational speed at the same
time. CNNs are built on this complex connection of
convolution, activation, and pooling, which optimizes
the ability of the system to recognise complexity and
complex patterns in visual input.

4. RESULTS AND DISCUSSION
4.1 Noise Removal

Noise complicates the binarized image by
introducing undesirable results. To overcome this issue,
contour analysis, fillpoly functions, and morphological
procedures like erode and dilate are routinely used to
reduce noise while keeping vital information. A major
part of image processing is balancing noise reduction
without compromising detailed data. The below Figure
2 shows the obtained result.

Figure 2: Noise Removal process
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4.2 Segmentation

In the binary image, depending on the writer’s hand
stroke, there have been a lot of joint characters. For the
process of dataset creation and character prediction,
these joint characters need to be separated. For this,
we have used the maximum area separation method to
create bounding boxes and separate the characters for
data creation and model prediction. The figure 3 shows
the obtained result.
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Figure 3: Separated Joint characters
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4.3 Classification and Recognition

The CNN model is used to recognize and classify the
suggested palm leaf manuscript characters. The CNN
algorithm instructs the computer to learn by doing. The
CNN model was built and trained using the generated
data set. The trained model has an accuracy of about
97%. When a palm leaf is given as an input, it will
be pre-processed, segmented, each character will be
classified and recognition will be done and it is depicted
in figure 4, figure 5 and figure 6. The real time accuracy
of the model is up to 87%.

Figure 4: Recognized characters in palm leaf
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Figure 5: Recognition Process
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Figure 6: Accuracy analysis with ground truth

5. CONCLUSION

In this unique work, we present a cutting-edge Al-
powered transcription tool designed especially for Tamil
manuscripts. With the use of cutting-edge technologies
like deep learning CNN, image processing, and optical
character recognition (OCR), this tool can achieve
a remarkable 94% model accuracy at an efficient
87% real-time accuracy. The convergence of these
technologies facilitates transcription and acts as a vital
connection between texts written in the ancient Palm
leaf Manuscripts and contemporary eras. This study
has major implications because it lays the foundation
for a vital tool for academic research and cultural
preservation. Even so, it's important to acknowledge that
more testing and improvement are necessary in spite of
the impressive results. With continued effort, the tool's
dependability and adaptability should be strengthened,
allowing for a smooth transition into the scholarly and
cultural spheres. The wealth of knowledge that lies
within Tamil heritage will ultimately be unlocked by
this revolutionary technology, opening a dynamic door
to a more thorough understanding of language evolution
and cultural dynamics throughout history.

Limitations

Even though our suggested Al-based Tamil Palm
leaf Manuscript Reader shows remarkable results, there
are still some issues that need to be addressed, mainly
with regard to image pre-processing. While our method
works well for joint characters, it has difficulties with
characters that are written wildly, especially those with
long strokes, which could cause character separation
errors. Furthermore, our pre-processing method's
adaptiveness poses a challenge because different
palm leaves require different image processing steps,
even though it is necessary for different character
formations. It introduces a practical limitation that each
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Ethics Statement

All the data required to work on this has been received
from the Tamil Virtual Academy, various Tamil scholars,
and activists. These digital copies of the palm leaf image
have only been utilized for research purposes.

bundle must have its processes modified accordingly.
Our methodology is limited by the lack of a uniform
model and inconsistent pre-processing techniques across
various palm leaf collections. Acknowledging and
resolving these limitations is essential to improving the
tool's performance and guaranteeing its application for a
wider variety of ancient Tamil manuscripts.
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©_6TeT SHeDLOLIEDLIS Q&TeT(BeTergy). eTarGal GFaieilwied
ST CTaflSTEHES 2 Ha|b almsulsd @& BUTarD
SHeflGeneT 2 (HeumsHe: Gauamell SHeudubd 2 6Tars).
856 APWITEHES HOLHGD STa|sHT Suhens ATl
SHUADG SRULML AFTTOTEH SeDOU|D. GLoey LD
ghesaGel 2 (HhaumsSLULL (heTeT &eosHasenr ofl&Haer
SMSSILL(hs QFbeLULBSSULL|D @& LweaTU(hLD.
8ammpns QFLDLUILGSHIINEG GLOMYH CUEEBTEET,
SWOMEBTHET F@aTOSTmH 6 &TDE e ar L
LeLUUTUE QFWUsHeETa cldsmer 2 (Hhall&Hs
Gavar(B. Gwad 6AFeflesEHETa SI6 s Ehs L
HAw ocfdfsmer o paursds safalse Seflss
Galar(BlD. BDE BDETGHID (PR DL HF)
BLEID SIEHMET BDaTHGLEUTS &6 [H6i el
SO&HTS SO OHNID LSS Bs&HW @bU16|sHEHsE W0
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SLOIDEF QFTEORINE 2 (HAIMHEHAPLD FaITEDSHEHLD

SrmGFhHEren FhisrGaleDTUL|S60

SbU16 &8 (H&HSLD

8mi@ SLIDEF QTR 2 (BTG LD
eflerssluBSamg. @S Sirdear B meawsuded
Frrefl Qurflseflar Qsmaoeimeaser &L S8

o BHAMESUILULL SIS Q5TOmD Bhd 6& T
StielilemLulled SimBangl. S&SHODE & TEEIEM6D
BLLESL L 25,000 eIHOUTIHETLETGLOTHIWIS
GRmIGeTs (synsets) osmeamBerens). &g

SWOIPET QLTSS CFTHODTEDSHEDIIWL|D &6rse (LD
BUTE WOIHHEGDMETET 2 GTETL&HSHD @G, SLOLPE
QETHADTEDHUND BHFH FSESD ml BBSH-HLOD
eFmeaumeuied o I LIBSSILL N 6rarm &nm
Buayb. Befl Sewenrses UL GaIENTIQUI &(HSS(HE S EHLD
Siemal 2 (BULBSHSD QFUIWD QFTHSHEHLD gITerLD.

SUrGsHTeT FhisTGEIEITILISET
letrenmepgen: rajushush@gmail.com

1. M APSLD

CEFTERIEDE GTATLS QFTHEHEDETS SIHSHS(HEHHETTES
&MHP SuDdD @IMAUTIHET LT Wrlus
GRLmISETTSL (synset) U@GSg SHeneusenssenl Gl
2 66T QUITIHETEnD WOHMILD Q&FTD 2 meyseer Hmie
62(TH GUEMEDUIEMLOLILITE GUIQEIEDLOLILGTELD. Q& TEDEI6MED
TTUDS HFIHSHHWLTEH  6fl 6T & G 6u eur (B LD T 6o IT 6D
85 @k IAGITIHU UamL&EmMN&SEHD GLTIHL L6
SeITHl  (QFTHSHETERE WD) L6 L& 8 M) & EhLD
O&BTETL. @H OFTO PEOAIGTTGD. FLO(DES
"sTU & dpeolIQUTHETELUNLID QFTHETEHS WD
o HaUMGSLIULL(BeTerg. @F0&ThH&HeTEhs WD SWIDE
Qsrevauemewms oflfleyuBssBauam(BD. QEFTHS&HET
QuUWF, eflemar, QUWTL, cfleveruien GUTeTD
aerpur@luT@seflear SelilenLuled NH&HESLULLTLOED
MBLT WP rPlegEUTe  LdHLUG LT IHeTSET,
H& D& &erT,
UTeUBSsUULB Wearerd Q&THUTEUTHS&EHL 6

SI(HAMEET, 2. DEIT&HT 6 6L

Sarlug OLTPDWSSTATILE 6 &TDHE 66T
Semenrlig ereflepowmengld GUDULLGLD Sp@SLD.
LWeTUBSHBaUTHEHE eraflenowmear wpemuled GI&me
G&Nss Gomaiimea CFWdsamerl G LMDEe ey
seflafllwwrssIULB @0 SBOaTWSETs G&Te
STQFETOTES Bens ereflded GLUBSSEOTLD.

BHBSHT QAFTEAIEDED

g.e3.lp ubumuied (IIT Bombay) o erer sewfllefl
Sifleflwed woHmID QuTMuIwEd Geopuled @bSul Qmpl
QsmhleomLu emwwsHed (Center for Indian Language
Technology CFILT/&l.eTs01.83.6T60.12) @Whens QLOTLA
QFLIOTEHS G(LAITH BhF GFTEIMED 20000
SHEWTIQED 2 (HEUTEHSLILILL &)

8pH Qs QAFThHeHaeT 2 (haT&HGD Ui
BB Supelw HlLb BHGST QFTOaIMmEDS L LD
TN SDPSSUULLE. BHCSMT O & Te66D 6
eraug @nHwimefler 18 HULOL UL L Qurifgaefler
QEFTEOEUEDEDSHETTED BDEMSHILLL QEFTOEFTT ADeys
SeTLTGWL. Bbhs Csroameoulladmbgs 6Afleurss
I GPODOWL  LwerUB&HE O & Ted 6l 6m e & 6T
2 (HAUTSSLUILLL 6. @hd QFTealame @hdul GLompluier
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PHD CFTOAUMOUTGD. & JHMGEOSTETETILILL
weon SpmEosHDsTar NemevL 6 6866 emea
BureBar BHHSF.

85H8sT QETeaieme Marubmlw epGeTLITISE 6
SlgliuenLuled Gumebg C&moeuene, LAflearevL e
QFTEEUEMEDU|L 60T QUITHRSSLILLL &I/ Benenrsss UL L ).

SrreflL awmfiseaflarn Q&TeaIaneIwITSs0D

S CFTORIMD 2 (HUTEHS [HL 6UIQE 66T
2000-56flGBW QSTLRISLLL (Bl L6 ©&6renear
.U —-B8.19.8 Qrmilss ewbWSHD Sehenss SO
LOSHDOGHEHNESSH LG BemeaurbHg SLOID  E6m el
UOSHDO&EHNGESS 6 (Baremn S &6 s
&e6f&EHIPD) BF momsU|LaT (4 @LFD) SIS
QFTEOEIME 2 (HhUTHSI  Ueanl] QSTLMRISUIULLS.
BrrGmndreafiar (2001) sLOIDREF QFTDHEETEHE WSS 6T
epeOLQUTIHaTeDLUNLED SLLewlmull LuaTuBss
QI CFTeOam® Smly o GarssUUl®G B
BeOens BneasSDEGS STuuLLg).

CFaTemeruied HeOLOUDD 6@ UL Le»muier
Burgs JSormeflLe QFTOaUmOUIET 2 (HEUTEHSLD
U ml AMaurdsslul (B M SHlLaorey
SWrilsesIulLgl. ‘apridosms Srmeil Qriflsafled
QLTHAUWIIUSD&ETE SWhHSr QTPHeuwFlL
smeflsmer o marsGse  (“Developing Machine
Translation tools for translating English into Dravidian
Languages”) eraim sl 9é @@ S LD walgeaar
SDDEFHHSTED 2009860 SI@IOSHEHULILLG. BFHD
SrreflL QLTH&HERSHSTE 2 (HUT&HESHD @[H LTSNS
SO WHSE
2 (HAUMHHSHD BITaTE BHeIaTm&EET LmGsMDHDe.
8ps FLLD 201180 WRAYGES bsSF. SLLSS L
15000 @ IHOUTHETUMGLTHGMET &Mhi&HEHSH G

SoreilL Qwripl&efler 6 & medeuen e

HIGHILLL QTPSEHSHSTE @aIGGITIH BMIGUETLD
Yessal553).

WBer@®o Hrrefl Qumsefer Q& Telamaserer
o haUMESD BhH Srdear Werearan LOOHMILD
S5HADASTLILS C5THOFHLLS gepulear B
pesHUd Hrmeill QFToamosalaT o HaresiD,
"QBQYRI®@, SLOLD, ST LD HIID LDEDEOWITETSSDESTEN
RMEoarns asTdaueme (Development of
Dravidian WorldNet: An Integrated WordNet for
Telugu, Tamil, Kannada and Malayalam)” ererm
BULiSd S
Sorefl awrflseflear &meaenaseTfl e o (HeuTsHse0

2011 Sebufled QsTLMSLIULLE).

8HBST QFTEEUEmEUIET 6 HUTHLOTEH HEDWDHSS.
gomeflL GFmaaeullar 2 HaTHESHE QFweourh
MWGT LUDOHDOHEHDHSHD SIS OF eI,

SUID LUOSOOEHEPGESHD SWOIDEF CFTIMED,

SITeflLl LEO&HDOHSHDESHD CHEYHIGE CFTEOIE6,
SO FTsT efleges AFSWITLD LDGMOESPEHESH
LDEDEIWITETE QFTEDEIENED 6Tl GLMHOSTETETLILLL ).
35000 @@HOUTHETUMTAWTILHASMET 6088 T8
855 LD 2015 QDI BOLOUDDE.

weaflgeaier GwLUTL(B Smwsdlar HE moamsule
&8 (P LD
GamULSHTA® 2 6rer AOTST efeigey eMGWmIL b
GuusSHaerer HrmeflLl
LG FQYETET EMDGT LIDSEDOESLPEGHUPD BenentHa)

Sehemsulgerer &Ll LD LILIED & 6m 6D &

LeD&HEmE S &P P LD
SrreilL Qurpseaflear QFTeaImegHmeT 2 (HaITEH G0
FlLwss QswoUBSIar. BFasTalanaseT hGST

UGHWITS
SeowhHg. Hrmel Qwrhseafer 6 Ted e e e ser

QETOAMD 2 (HAUTHESHS SLLSHer
ghsaBal 2 (BaTssUULEB &6 lserss e
vwerumlieed el (Berer @bhE O & Ted6U D60 L
P b
SieliuemLuied Frmefl Qurfseflear G&meeleneseT

SR LI6DL W& & IT e (B Aflermss

2 HAMGSIULLENL SOIPL LOSO&ESPED SLOIDE
QETOO LD SHrmeilLLl
05 m &
LE&HEDE&HSHPGHD  DEDEDUITETE 6 6D 6M 6D 60 LI U|LD

LI 6D & 60D 60 & & LD &5 LD
© & IT6b G 6 6D 6D W U] LD AV TST
EDLDET LIDSHME&HSHPED HETETLE G&TEDE6MED 6D W LD
2 HATEHE UmBSaIDar. 8B5S HLLSHO WPHHWS
GDIBSTETSH6T LI6T6U HEUETA T GLD:

* FomeflL QwLTPsEESHE dflarar 2 wWibHs

Aplyarins UarQLTPWLE C&FTOFTT

STQEDLOWID 2 (HEUTEHEHSHED

*  QrPF QFTEDEIMESHMET 6ETDTSH 66N s: @D
QTP &SHST W
HBST (HEHHEMET 2_(HEUITEHGHSHE0

@ LI IT (I 600T 60> LD &

* s Humefll QLTHSERSGWD &6 66l er
QuUTHeTenLOUIEd LUTGUTLenL [HenedBUMTEHSLD
Q&S HMID LweTUT(Bsefler o (hauTsssSnE
ELPEORUGTRIGEDETE &(IHSHED

BH&EGD  elp DG ET M & 6w 6l L

LWeTU(BSHE QFTEDEUEDEDSHMET 2 (HEUTEHEHSHE0

* gpsarGe

2. LIPS QFTEORIDEESHSITET ELPEDEIET HIGHET

BHCHT QFTOUMOUIET LITSHLOMES &ML WD
SODE QFTEDEIMED MBS 6 & T6D 666D UL 6T
8nd csTOaIme el emausslul (BeTargl. SIS
QETOUMED SHd CFTOUmOUN SliLenL uiled
SEDLWTOED Saflwms 2 (paurssLuLLTe HAplums
SO TaTm M SWED. S5F5m&HW  SLD
QETEDEIEND 2 (FAUTHESSHMDEGS PO GUETHIGETTEHS
SO L OwrPuilue g ewmuie
8rrGspdraflear GuoHuUTFameauied FLIFUNGSILLL

uebaa@@oas@aa
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SpUBUBHEHL Srr@shdHrearmed GFwwlulL
SLOPE QFTHOLTHEITEDID BUIISEHD (FHEHBaID &
8rrGshdrear 1994, SrrGshHrear 2001, ErmGehIre
& UTevsIer 2006, @rrGsndrer & UTHSWTTE
2019) SiLWWL. Brr8ehHrear (2001) SHHTEOSH
SLOIDE FTHHETEHFID BFQFTEEIDOWITESSS MG
QufigIlb 2 Sa|b. SeuTg QFTH&HETEHSSHaT epeid
Qauefllu@ epeliourmeaTenwulwian (ontology)
SNQAUTSHD  POUAUTIHET®OUNWD & 16| & @HLD
(BrrGepdrer & Saflsm 2019) HUOIDEF QFTEDEIEDED
2 (HAUTHESSIDG CUMRGID LWIETETSTEH SHEDLOW|D.
B@ID HO(PHQHETM GQFTEEIMED 2 (HEUTEHSHSH D
WPTBeTTIQUITS 6HleTMRI@GLD QSTLESBHMOUND 2 6T6rT
SODEF QFTORIEMED SQTTED 2 HaT&HSILL (B
oamwgaTSHD HnHE epedoms (open source)
@Luul(BeTerg. 85 e QL&@@&WG'DQIGOJGD
2 (FUTHHESS DG SIEWEUIITEH SieDLOU|LD.

3. SSITHULLD QFTOIEDEW|LD

SEITHUTarg QFTRllar e (psSFelleae,
QUITEHET, LWeTUm(h @euDewms &Tenrll OUTg e Ml
LHWeTUBSSIUBSEATDE. SHelTed CFTEIMED 6 (Th
QU BaTEDLD SASTTHUTGL (semantic dictionary).
QETOEUEND QFTDHHEHSHES 6UTETEDETILLD 6NeT&HSLOLD
wrdfl aT(G5H&HETLBHEBL SIHW. QFTHEEHSH G
GoLBW o 6Tem  QUTIHETEDLD 2 [DE6) & 6D 6r
Bssasalaursl ULaTUBS5685 HssHed samib.
o geflly,
OFTEOAPEOLD BHDEDF QTN SDHDDS SIS

QFTeOOTsEs 2 pualle QFudserT,

4. QFMHHETEHAWUD QFTEOIMEW|LD

WH QETHsHeTEd WD/ QuUrBLym SH&TTSH
(thesaurus) progevL 6retUFmed 2 (FeUT&HSLILLL &)

835 @ LI IT (T 60T 6 LD 69 (LD Ml & 60 LD L1 60 LI &
QS TETENSHIITHECSHTE(H 2 (HUTSHSIULLGI. &HMHSSIH
SHRUILIGDLUNED SHeWOSSILL LG LWETUTLLTETT ShiGeT
LTS I6TeT SHIHSS(HEDEUsH Q&BTT(H © & THEHEDETS
sar(BosTeTer &% o @D, O &Ted66e & EHLD
QFTH&HETEREILILD GUTED SHeDLOW|D. SFen &L (Bomer
SI0G @ MHOUTIHETUMTAWLTHWS GIRWWD SHGLWD.
HEOUTHETUSTALDMALIS G(OSHED 6(H HIHSII([HEDE
Qaefliu(BsHE D eTOOTF QFTHHEHIL @GR
QF WL IRIBSHELD. QFTEDEUEEDIIL LILETLBSSHILIGUT
LTS I6TeT SHIHSS(HEDEUsH Q&BTT(H © & THEHEDETS
Ser(BOSHTETeT EWIeD. 69 (HO LITHETLETG DTS
SR MIGET 2 6TeTLMh@G-2 eTaTL&H@ O WwmluwlD
(hyponymy-hypernymy),
wewrhwid (meronymy-holonymy or part and

&lem a1 @ Lo T LHl Wi b -

hole), = lu@sgs @uwmpwid (entailment) Gumerm
2 De&GHETT GeneaTsa UL (BETeTer. O & M6 66D 6
HHSF HEMEEDWIL|D G&FTD FemweDenuiuild QGafleumsLl
HWfisSarmg. 8bs GaumuTd GFTD 2 MNe|&HEHSHELD
&[HS G (56 EH& @G LD ®_ @ 6 Gamumilige
Wrdedlucdsdarmg. QFmhaeTerslsHnE SLuTHUL B
CFTOIMEUID QFTHHEBHGD & [HSI[HESHEHSHELD
o 6TeT 2 MeseT GeelliumLwmss sgopluul(
LHwetu(BSGH LT
2 DasE@eTS C5IHASBSS, @b SHMHSHIBHS
LHADTH &MBHSHBGEGF CFaTm HMdHSHIH
CeuefuIL55ed euedld ur Guigyb.

Siew L wmerliu(B&S LU L (BeTerT 6.

5. Q&FTEd QueDeUId 2 ey ser

QF ORI &(HSS(H—CILITIHETEDLD 2_DEHEHS G0
QETHEHMET BDAMEHMTD CEFTD 2 M6 EHs S LD
Baumiur(® STL(BSTDS. ST QT GHTSHHED SHel6TD
CFQSH LT PSATEOWTHS GFTED 2 ME6eTL
LWeTU(BSSHIeIT. QFTEOEIMED CILITIHENTEND 2 HE&HETTE0
6 (LPMIGED&GESILL(BETETS. QFTEOaIMme GaumilL
QsTLAWe amsLUTBsHaled MG Q& THEmeT
BDTHGLD AH(BSHE 2_DEYFHEDETE O\& TR E86H 606D,
Bren@ WsHwWsS QsrLiiwed auedsliuTB&erTer
QuUWF, ellemer, QUWIML, GHeDETUIEDL  6T6d LI 6T
saflssallurss sruul(BeTerer. QUWITS6T LIQHemed
SDULSETTHE|D cflenearger GaumullL 2 L U{BSS
o paserrayd; (entailment relation) QuWTedL&EBHLD
cllewanienL&@plo @-ufimeanr 2 wiceealullls8ey
69 (LPMI G 6D &8 LILIL (BETETE.

6. QUWFFQEFTE0EIEDED

QUIWFTFQ&FTEOUMEUNED BHIQLILIEDL O LIT(H6wremLo
2. Me @BOUTHETUATALIHL 2 PaITELD.
6 (HOUTHETUSTQWTNWES G(POMIGET Sl &
SLBLOTET SHDGHSHETTEGLD. 6 (HOUITIHETUTOLO TS
SMHSGHEFTWED 6TaTLF TO@TE FHlpedsarfleyd
QREODAWLTAN SLOOUWTSSD TarUads
2 LUBSSTE. SLOOUWTSSD 6rarm  SHemeflulmed
BUHens QAMPGHEHSHGS GPDHS 6T6renflsensudleo e
69 (TH @\ LI IT (T 6T LLBGEW

QFTOaImeUND 6@ CUTIHET LTG LTSS

L1 607 @ LD T L) & &IT QI(HLD.
GOPHSS Sl Gasald LD QUUWFEHS@TD.

GRLSENE @
QUITIHETSTET 2 eur(. 6T.&M. {[EN6, U&HSHD, LSS}

69 (TH O LI IT (7 6T LI 607 @ L0 1T LY W1 &5

‘LRULsHE THPaI@SLID S LEUTL( Barss
FFRES STETHEET AsTGLUY" GeTdameuld
6 (HOUTHETLETAMAIWES G (LPLOMIGET  GLIT ([HENT 6w LD
2 DEYGETTE S eaurssLLL (BeTeTer. LW T8 e er
QWRIGUESSL LwWaTUBSSUUBLD W6 wW&HSWmen
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2 e 2 eTerLmi@ QumPwwrgd (hyponymy). 8ns
2 DAYSTAT GFTHSHEMETE QEFTHLIRHMED SHemLOLILNED
@WHGUCH5B6Dg.

6.1. Q&mD ULpHened SeDLOLIL]

o ETeTLM@G 2. meGemT UPPHw QFudser LI
&I TS & 6rfl ed
STULLIRIHEHGLD.

QU 6D [T W 6D [ AeTEHEmETTSS

GT.&IT.
Gule — el GrayeoLw sflw Bolupeel.

Upenel — & STOHEHLD SHOGHEHLD 2 6w,
o Lablled BpuUsSSHIGEIQID BnE&aH6T 2 6Tem LUPLLSHS
ghmermsuled HAnE&seEpD QsmamL 6flemdearb.

domdarn - sramsGa SURIEGL 2 e
2 MIULSEHD QFe)BETED EEDETH CIF6 &HelT&EhID
o arer 2 ufflerid.

o ulflard — 2 uNF erpHarm eerm).

6EICEUTTH 2 ETETL&HGHE QFTEDEYILD LOISLICILITE|GIT6n
2 e &&HE CFTedAIEHES QSHTeN(H QFDEYILD. 2 6TETL &S
QLTPWSDSF QFTHHEBHE EenL GBIl 2 6TeT 2 NDEITE
2 (UUBSSHD GF UL SIS 2 6TaTL 8@ GLomHWID
SGITSUILBSSILLL HHSSI(HHHEBHE e Gl 2 6Ter

2 DAUMTGLD. 6(H CFTHUIRHEDE SHeWOLIEDL 2 6TeTL5E
2 AT GeDarHSULLL 6 (HBOLTIHETUTOL TS
Gronseia QsTLFFAwTd BLBHQTEHESD
G&FWIWIEITLD.

(W@ = {upoa@ > {domdari@ —>
{2_uNflerb}

2 ETETLMIEG 2 DHS SBeOTWTE 2 6T6TL & E
2 6w e W LD ® GTETL Ik & -2 6TeTL & @&
QLIHW 2 MEGETTEO 6@H LIQHBD 6 RMIE LMD
Qareflliu(B. B5F uesHUldd eI LIRHeD&eT
sinemel 2 BUUBSHSD
(Knowledge representation) @&wWuwyb efwmsl

LWaTUBSSILBSE TS

STETLD.

& 6uotl evfl Ul Wi 60 1T 7 & 61T IT 6D

6.2. saflGSHTDLWITRT OFTL&HB&H6T

QUWISHET eredeOTUDdDUWD 6GT ULIRHemeD
SN Sr@aueme UIRBmEE O 8ITeT6ms e
BLd QeElWwemD. QFTOIM® QUWTHDETS safls
Fearenlowmar QaTLdHser (unique beginners)
SLWL  Ue
UGS S eTerg).
Q& MDHG LT (60T 6 LOUN UIED G LIT (T 630T 600 LD &5 & D) IT LI 6511 607

veBened SHemLOLL&6TTEL

saflGsaTamLW T QFTLEHSET

QUITIHETEDLOE nMIHE@HLET 6IeTeSHGL QU HHESILD.

LI (1569 LoL1O) LT (61T & 61T

&mr'ré]smsmﬂ@urr@dmsﬁ

v v

o ufl(peTersmen

v

@,o%gﬂsmsmﬂ@#rr@sﬁasﬁ

v v

2 uilflsvsvirHemen

1063f1a5 T 61T QuihewssE
YINTE] ), TN
2 uflir&eir
BHT6UT BT
QULULUAUTHET  epemula) 36w o LU 6w U &

(ontological structure) &ml(B euesulemear
eerhsefear o BUUBSSLD Q&TDHEeflen G LT herenLo
wryflewod Qewpurmens (Lexical inheritance)

Qalafl&EosTaTFaarms.

alleVBI@EHeT Eubhensls o (HeuTdhdw
CUTH6THST  LOMHMILD LIGEBTLD

CFiug GluTheTaHeT

GL.EM. {2018, QUTHEIDI@ > {BesHe (b earyd}@
= {QurmMlwmed B 2arfdi@ > (BTAIGF&HST
arggi@ > {Lwenreagdi@ > {GUdbbhE)
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List of 25 unique beginners for noun source
files of EurowordNet

{act, activity}

{natural object}

{animal, fauna}

{natural phenomenon}

{artifact}

{person, human being}

{attribute}

{plant, flora}

{body}

{possession}

{cognition, knowledge}

{process}

{communication}

{quantity, amount}

{event, happening} {relation}
{feeling, emotion} {shape}
{food} {state}
{group, grouping} {substance}
{location} {time}

{motivation, motive}

6.4. flavar-pw QomPuwid

BrrG&hd Iered
Q& mM & ereh &l Wb

o haarssUULL SBlpE
(8rmGend rern 2001)
SORALWTEQFTHEET6T QFTHEAMTEMEHEDUI EDHLTEDaIL
Werumml (Nida 1976a) euewslUTLIpwied 6uleeled
5®EDI.
6.3. GaPUBSHFHD QUITIHERTEDLOS o DISH6T
Quwisefler LiBened SedLOLIL 2 6T6TL MG —
2_6TETL&@ 2 DEUTEd 2 (FIMSHSHULLLTEID 6fleTsHemigeT
B0 SGSIGDA LHAPTHR SBSH G GH
Wf&@Wn QUTHETEDIDS FnmIGeTTed SILLBSETDS).
er.em. Guiled - ur@dearm HAPlw sHw Bplupepey
GUlled eTeTens epamieuendll UL Geumiu(BSEID
LI GO0T L 85 8. 1)) &5 @TH L 60T QSTLIUBSSEOTLD.
1. SewLser: Smw, sl
2. UTSMIGET: SHe0@, Sl

3. @sweum@ser: UT@H, LD

QsmThaemerl URBeme Senlled Hmeude Homar-wW@p 2-ne| WHBWLU UnE audsSarms.

o I_IDLY

,aamiﬂ asai,ésgu w*fru md@,

a;*rai) 66)*&55

G+g,rr6m|_ @59*5'15511'6'0 (_fsgua'sasrrs'v LITSLD

Slemear-wprp QLM 2 e WeTeuHLD 6w e

UEDHEHEMET 2 66L& @ LD:

1.

WU QUTHEHGHGD SHGaT 2 ML &HEHSELD
GeLulerer 2 pevel GeuefiL@BsSgeuen (UL,
GT.&M. m& — AFe)

- wuowseh AFdapg Uits UESESGWD

o emem 2 peval Qeuefliu@Bsguear (LGS, 6r.&T.
glewr( — 2 GemsHLiD)

3. BLMsSEESGL Afbs SLRSEHSGLD 2 6Ter
(8L1b,
LITeDeOEUTEGSFTeme — LITeDEGUETLD )

o powel  QelaflliuBsg el en aT.&IT.

4. GURWSIDGID SIFHET SAMHGSHTTHEHHGD 2 _6TeT
2 pever QeuaflliLBggieuen (6r.am. WHs — B[)

5. QUTHETHEHH G SIF 2 (FATHSLULLL

2 (BLUOUTHETHE@HE G 2 6Tel 2 MHedel
Qaefllu@BsSgeuan (Shem, e.6T. LUSSSD -

STESLD)
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WereuhLd AL L aueneanruiled QuUITeIeneulled snmUILIL (BET6T QLITIHETeNO—Q&FTEd 2 meysdem LILpuwiedlL L (heTemeo:

2_De|seT GO CUEDSHEHET T(BS5SIHHTL(BH6T
6 (HOLIMIBET LIGTOLDMHIILD L&S&LD, [HIT6D
2 GTETLMI@ — 2 6TemTL&H@& QmPlUILD efleomI@G—LmamLip
2_6TETL 6@ -2 6T6TLMI@E GLMPIUILD L&—LmeymLLp
WPp-Femer QLOMHUILD (LP(LRED LD~ LIIT &I &6 BLOENE—&ITED
L&D —(LO(LREWLD F&HSTLD— 6 GuTLY
Sl 6:E S 61T &6l — & (LD LI6DL §& 60U [T — LIeDL
(P~ SHhIHS S T & 6T gleon-BGupmdfwr
UGS - WP (LPELD &6l — & evor e [
8L b-urhs SLLb LIIT 6D 606U T8 B & IT6M 6D — LI T 6D G 60TLD
QUITH6T—2 (BLIQLITH6T USSSLD—STeT
FFiflemenr 6r& IHemed BIers&HD QFULSSE5HE5S) 56D 606U 63T — Q1 &L L6 60T
glewewr erdiHemed L& - BT e
sefllul L emey B ] 606007 — 2_LLI [T & 6 10T
Sley rdrhene 24 6007 — ) LI 6ur
UTeoUT &epsluUmsSrmsser L HSGI T —BHmwmerf]
QEMHSMIS6T SIDLDT-LO&6T
ST 2_M6&H6T &HITEMED — LDTEM 60
8L 2 neyser: AULEGH-BPESG
CFmIGsTaNr 6T IHened QALSG-BLDHE
CHEG-O5DEG
HRLIORREING)
8L 2 peyser: Gy erdrhene QAULEGH-CSDS
B086G-BLH &
Leveblemenr 6T FHemen: & el am, @reor®, ePern),...
Shm @ muim, Hmsser, cgeieuTl,
Lgen, eflwimipe, Qeuererfl, Fefl

7. cflewans Q& TGN argument structure) &g @D Q@TSSWSS 6

Aoasd oo QLTANE 6smd wHHb FTSHWLTET AHenlsHemers STomeafsdarms).

QST QUEDSLLITLIQE WP&HSWL LME eUSeHaDs). oT.BIT.
8sen Lweflene-Umas@UUTeTT Sepolily (predicate sTHn Sedang.
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e CFaTearuledl(HhEH SEhHFTaLT QUbSTET.
SIeUET WTDUPLD FTUaGEDTerT.
Sl SielaflLOBHS 6dH @OLEF eHUTISHE
Q(H &TT euTREerT].
7.1. cllenandHemeTll QUITIHETENLOE &eThI&eTTaLl
(N Ft)
UL GIT QFTEDEUMED 6flEDETSHEMETE 15 ©LIT[HEWTEnLOS

sethisaTTal Nflsdarng (Vossen 1998).

1. Verbs of bodily functions and care (Ex. sweat,
shiver, faint, etc.)

2. Verbs of change (Ex. change, etc.)

3. Verbs of communication (Ex. stammer, appeal,
bet, teach, creak, etc.)

4. Competition Verbs (Ex. fight, etc.)

5. Consumption Verbs (Ex. drink, etc.)

6. Contact Verbs (Ex. hit, scrub, wipe, etc.)

7. Cognition Verbs (Ex. infer, guess, assume, etc.)
8. Creation Verbs (Ex. engrave, print, etc.)

9. Motion Verbs (Ex. gallop, race, fly, swim, etc.)

10. Emotion or Psych Verbs (Ex. amuse, charm,
etc.)

11. Stative Verbs (Ex. surround, cross, etc.)
12. Perception Verbs (Ex. watch, spy, etc.)

13. Verbs of Possession (Ex. have, rob, bestow,
auction, etc.)

14.Verbs of Social Interaction (Ex. impeach,

franchise, excommunicate, etc.)

15. Weather Verbs (Ex. rain, thunder, snow, hail,
etc.)

(1975a)
Werumn cflevearsenerl Quends cflevarser (QuUU,

8rrGsnhdrer (2001) ewBLTEDGUL

olig), 2 Ldvanm eflevanser (Gyse, eAlwy), Leoogeammey
Aewenser (&&, @&eflT), 2 arsd cfeveanser (GsmuliL(B,
BaugmearwenL ), SMeysri cflevenser (2ad, sewfl),
(Gus, @sL1p),
Mewensser (BT, BL), STHH cleneanser (i, 2 emL),

SMESGUUTHD ol ewearser & 60 eur
2 emLedWLLTHD feeanser (Q&sTH, (), ULl L
cflenengser (Femwwled Q&) eremlNfiggeTarmy.

7.2. loMEErSEGS SAMSSETOWITET QST SBH6IT

flevend QFTHSHETEHH WSS G LIT(IHNTMLDE
GeThGaTTEHL WHUUG 6flameans ST SHeneT 6 (LM
WoDUBSHUCSTH CFTHEHTEHS LSHQIGTET 6TeOET
AOAHEERHGWD @I QUTFHaITar Gal DS
Sl SSRTEDLOWITET QSTLRISESHET EDOTS GHeDMeDUIL|LD
Beursd Qsldearnsg.

QUWITSeDETL GUTED cHenendsemeTu|bd 6 (HGILITHET
LISTQLOMLAUIGSG(LLOMIGETTES @G(LRLD EUWIGD. SHeTTeyID
BITLD 69 (HOLITHETLETGILDMLH 6T6TLIS 69 60T6m MG UIT 60T D)
8L QUUFSGD QEFTHSET 6Telln) GUDTWEDD GFUISTEO
cflemaruiied 6 HOUTIHETUGMQLTHSHET E6DE0TLDED
BUTEGL g We ARASTHES STar SHe 0.

7.3. dlevensaflel QUITIHEITEDLOSE FnDTIIE)

&fll 6w 607 & 6w eI St a1 D Ml &t © LI T (T 6007 60 LD L1
LI600TL| S8 MISETTED eUenTlenm 6Hlemsad Qe Euleyb.
cflewangemers &M QUTIHaTeDLO&ESN&eTTSU Nflses
SUQD SaTedD STreanrms eraflll Q&Fwe&HerTe

FHOMEUS SHEMMOWITE QFUIOSHmeT cHerHs Uiy,
QBT — FTHF QFUISHED

oMl - emal sar @sUld|BHSL  ©UIT[Hm6T
AenFwImed GUTHE GFUISHED

LB - @I Q&N LS CFUISED

7.4. dlpansEbsHenLUlmar QFTEd WHNID GLITIHERTEDLD 2 DE&6T

BTD BrerE auadswUrar 2 L L(BSs 2 pasamer (entailment) @Qeueflliu@Gsseomid:

&Lu@%gu 2oy

v

+amev gLu?;j,gsLb

v v

+ suemnas — UM

(spedrmiras @) HdsHev) (Fflwmest 2 I LIEHSHSD) Gleusv-(LpiLsy

QB TewT(H-/HL_

v

—&TeV 2 L LI(h5HLD

v

LD L)L WITETIPSSTENTHID  HITJ6wILD

o _WISHGI-2 Wik

@D ewL_ ail(h- HTmIG,
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7.5. ofled s @pad e L ud 6o e
dBaLMAWILD

QUWITSHemeT AL eNenenser 6 er 6ot & em & Ul 6d

L1 60 @ LI IT (T 6T

GODHSHmEI. cllepeanserflen LeDQUTIHET 6 HALTLAWILD
QuWisefler LEO@UTIHET 6HAMAWSNSS ST IeaD
S deh. flemarsaflear QUTHamedd QBSLNEFS Sigear
UGLUUTmS &SRaTUUBSSSaTmg. il enenser
el I(BHGL UmEsBlUaT Semwoll (argument
structure) SueliLepLUNED SMIGET GUITIHEDET THMILD.
ST QuUWIsallar QuUTIHerenL 6l em 6ot s erfl 6ot
QUIT(HETEDLOGENETE STLIQID BIHSTLOMES).

7.6. QgrLflwe
2 DeY&HEDHLD

LT | &S@BLD @ LIIT (I 60T 6D LD

SHCUTE SGETTHUID CFETHHEEHEG SASar
QsTLAWE U &EammneEamersd Sdpb GUTSHEGS
sreariUuBHarng. eflenardEenari G LT e eD LD
o2 pey&emms LB urFlug asmLflued upmlu &
QELIFSHmETS SIHD. eflenaredwtunm Asfbg Q&meTer
cflewenuilelr QSTLAUID LGITLSemeTs G&TeDeemenUIed

SHaUg GNSS FTSHWID SprmuliuL Geuer(BLD.

2 De|s&eT cflaTssLD/ SHlevenT QU TBSH5HTLH
6 HOLIMIBET LGOI THIILD SLOOUWTES SWeD G&FWeseT SMMIG -2 DS
UGS - (R GILOMLHIWILD 2 Lu@BWw-2 UGS CQFweD um - 19w mewntl
UMS 2 M6 01 & LI6D — &) 61 GU0T G 61 & BL—QBmenr (B

o LUBSS 2-Dey G & LI6D — & T[T 6U0T 8 61 & LI 6D o WF-2 WFSS

” Q& UIGD— (LPEITENITEE 0 & ULIGD @ 6UED — (LPUIED

eT@rhemen THFTLOGDM LN CRIGEI)
LOM)I &6MED efled—QUTmIE

Feng erHFHemen

youu®-eubg s

8. QUWIEDL LHMILD HeDATLIDLE CFTEOEIEDED

QFTEOEIMD QUUIML ST &(H (PSS WLOTErT
GUYSTTEH 9RGSaTDE: QUTamenearil GLUWTenL SeT
(descriptive adjectives) wpmid
QuwprenL&er (relational adjectives). euFewremenyy
QUWISHERSHES & (58S ([HeY
sieoLsafiar wHUGT ewL g (values of bipolar

Q&TLFL L
QUUITEDL&6T &eweoLl

attributes) smdeTwg; Tar@ou FflewenT 6THIHEDEOS6T
(binary oppositions) (erd@rwenpm— antonymy) ohmid
QUITBETEDLD eMmiewowimed (similarity of meaning)
6 (LMIGHELD&E IL[BH TS

afereearl @uwrenl (descriptive adjective):
Quflu, SHermes

@sTLiyl Quwpenl (relational adjective):
QUTHETTSTT, FGHTHT

GOl SewLeslyb QuwreL (reference
modifying adjectives): uenpw, wperearer

QIH QTN DL @ CQUWMBSHES 0
UL SIBLD. TBSHESTLLTS, Searomer, SBes et
GTETLIG GIeDL  GrelLSeT 6D QLTLH&ETTEW;
STRHS,
SImLQWLIH&eTTG0D. eTdiwenm (antonymy) smer

O WHHS GTTUS 2 WP eTeTUSar
QUIETenar QUL &6fled SielLeDL WITErST@ELD.
THTDEDM 6 BHOUTHETUMTOTAWSmSLI BUTETD)
CQETOARASEHSH G SmLUlTar 2 pNaTElLD.
6T & 7o 6w M L Siew LG oLl udl eor
dreswwb wHismer auafliLBssdEarms (er.sm.

QUWI6DL &eT

Seorear, SCFTeal eIl 6Tenl. SN QmLHluer
THT HIHAUMSETTGD.) GBHIIRUITET 6TH IO DEET
BOTH QUIWITDLSET (THTLEDMD SpMHMED &6DMHEUT U
2 6T6T QUUWITEMLGET) THTe»DL QUIITEDL &EHL 6T
‘Gure” 2 pey BT MmEED:

afglwimesr
Mmﬁ”ﬂ@&mwwm EGIETl

el FrevLDTesT

[OLIET e

@) BdasLomest

(DS HLOTET
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2 [De|s&eT

QsTLILYUBSSID Q&FTOaansILT®H

T (B5S5HTLB

THTLOEMM
(Breom&sd Qs Suaies))

QUL —-QUWITenL

SHLDSITE — GBI LT 60T

THTLOEDM
(Breomssb sl Suersg))

QUL -G UWIenL

o W(HeTeT-0 &S

SHSHEHILE) QUUIFeDL —GUWIT Sl ) BCTITNIG)

SOLQOTLH QUWI-QUWIeDL QupEILD - Fleient

Q&TLIY QUUWIIeDL —@uUWIT QUITIBETTSTT —QUITIHETTSTILD
@urmreo QUW DL —QUUWT6emL LTI LD IT 60T — &5 60TLO IT 60T

9. Q&Teauepe FULIOI(B HoLemLILIBSSH0

QFTEDAIMEEDUI HTETE 69 (LR MI& 6 LOLIL| &6 TS L
U@&&SHEITLD.

1. Q&meeser eUmIGWem (Lexical resource
system)

2. @oRioarsEh @uwmGwsapn (Compiler
system)

3. Gsafluy @uwm@ewen (Storage system)
4. Seraumib ewmi@wen (Retrieval system)

Wemli@um b 6 (Lp Ml & (P 6® M 19 601 6 (T LD

QEFWEOUT(BSHEM6T 2 6TeTL&@ELD:
1. eemsUUTL(B wOHnIb eeneLliNarard Sl Sens
WO L &8 SHe®LILTS THMISTDSI.

2. aaomsUuTl(B WOHDID 66 ed L L 6T 6 ed
FLLHmES HHaUD 5L eRMISMWLLUILTS
LrHnSaTDS).

3. @oemu WerlOUNS0: euemsLUTL( LHMmILD
amolfaiad FHlLsms Gm GHL eyl er
SeveauriiLg).

10. ¢prejer

QFTEDEIENED GTETLGE QFTHSHEDETS &(HSHI(HSHSE ED
SILES DD @MHOUTIHeT Lo mplus
GRLMmISETTEN (Synsets) U@GSg SAedeals@EbsaemL Gl
2 GTET QUITIHETeDLD OHMID QEFTED 2 meysener Bmief
6(TH GUEMEDILIEMLOLILITE GUIRAIEDLOLILSTGLD. S(HESLOMTEHS
QETEOUMD GTaTLeNS 6ilems:sGeuenT(BLOMETTED S|
(H ASTTHL LTS nISHEHLD QUTIHLL D SH&TTL
(QEmTHaHeTEhSWID) LMTLHSESMNSEHLD QST 6 (H
Q&M APOAETOTGWL. &TD eTIFH&ECsHUEF
Q&ML cMeTsHs ASTTHSEHD O & THE 6T EhE UIMISEHLD

saflaflLwbreEslul(BF QsTOame eTarm L&l
QUIeemEI QLIHMIETETEN. G&FTEEIme LIemU(BSHSH Gy
Bgmarar s&Ha0sHmes saflal alfl eeaflgmsel
QUDBaIET(BLD eTaTD GHTHHED 2 (HeuTSHEILL (BeTeg).

8arm Semeril Sermisefled SrUUBL STeyser
BTEhsHES BTeT cfluaL b QmEDS. 2 s&eTe]
Afips eemed (World Wide Web), @evenriigers
SIe @LWm&GET WwHNID BiaudsslullL S&Heue
& (LRMIGEMOLILSHET, Spauenrd STlUsmsGeT (document
archieves) wOmID o eTeflewl & 6w ewr Wl i erfl 6
((Intranet) eueTFdd eTaTUem WMTED &&6Ued&6r 6r
Hgw
8L (PHMHIGETTQID SIHEAGETTAID SHEID )56

pOaETLTHES GFmeal  O&F W& arDer.
GWLULBETETE; SHaTTEO SHeuedTarg &UGUTELD
vwerurlLmergmed sruuBdearm &Heo wWwsHwe
Qerhsetmed (Keywords) Seaum&swrarsns D)
S 6D LW e LD

QUTHSSWLTOTSTHEL  CQUTH TS

srarlUUBEDEg; SHAUD GHLEOD CFTEELEY
QEWLIWLULL 8bhssF QFTHSHET epoLTHEBT BHsHE
QETHHMETS CSTETL SHeweLlil SiglilewLuiGerr
BOLOAUNBEDG. THISTOHHD &L elp 60 mi & el ar
SO WLOMID SHeuedlean Sere| AH&H6 G0
Gurg sflumer SsHaumed GLMm&Tear &flwmer
SHMOFQFTOMOL LWaTUBSHUSHES Snarbm
LweTUrL L meT] Sn(BHed Sl&HHmed THTOSHTeTET.

CFTEOm® GuUhHewsds QLT  &U6sHEGLD
2 (FAUTHEHESHDGLD 8% U auflsele msasm(HeHEL0.
QFTeaIEDe WL LWaTU(B5S Suwhsrewmleuwriy
QFWGUSHSTE (PULMHESEHLD HedLOUDM 6lHE 6Tm 6.
Qemealameuied o ' UBSSUUL(BETeT Q&FTed Simley
SWGS HMOWLWTET (PMEG wpm&Eer (expert
systems), QLTPOUWTLILS &0 ssHeilser, GsL 60
BWUHHTHGEET, SOHMED 6 (LMIGOLUILGET LDOHMID
srallumE &amedser (automatic summarizers)
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BureTpeIDHBIHGL QUTHSSLTOSTHS QFULISTDS.

@Brruumeiled L GQTH&GET SHaewe L LD
sramuge Hossemen GrA(BSarnear. UL GIT C&Ted6I6mE
Q&M 2 MAY&ETTEd QSTLILUILUBSSIULL Q&FThserfler
LALLM eIeDeWWLmUS SHEDG. & SHaID
BsLabled LWSTUBRSSLILIBLD LIWeTUTLLTemmed SILiu(BL
eerhseaie®bg N9n QFTHEHmeTs &6 (B&0 S TS
BsLed SmeledWs SHEDSH. B&5 GOUUTEHE
QFTHADTGSHlar GUTHIL SiMle] S6TsS @6 _Meug)
QrPuled uenfl G&FWUD LWeTUTLLITET T8 e E L
Lweru®BWL. BBhss cFTaeme 9D UWeTUTBHEHSE
SETATE SHEGL 0 SHQULUL  ePeLDTsHL
LweTU(BSSILBEDE. FTeaiameulied o L L{BESSLILIBLD
2 GETE@HEEMMUILD QUTIHOTEDLD SHAMle 6 a6
& (LMHIGPEDEET, ATHQUWITIILS &IHe&ET, QLT
SNHGLD 6(LMIGUMEET HMID STallumd smesseT
Bwapildar QUTMBSSWDE
Q&WLBEMS.

UGS WTsL

L GIT GFTeeIene GUTGa FHTmeilL QL mlserler
Q&mdeauemed (Dravidian wordnet) o (peurs&@eausnamen
PpuIndlser GLDHEsTETETUILL GauenT(hLD. SLO(LPE&HS eTaTm)
Seflmer 6@H QFTOIMD 2 (HUTSHSILL Gauer(BLD
TaTn GSMEGHTEDET Bedmey ©&ululG6Ue6uT(HLOTETTE
S50 I ©b 1 @ & 6T
QFETHOUTHeaTemLULed GHTLUTLDL (P (LPeIGILD

W T B 6T I BHemal.
SIMBGH QsTar® LNeTerd SHiHGHTI UM emL L 19 Lied
SpIe|SHemeT GLDHOSTE(H BSHeMEULITET eLPEDGUEITRISEDET
2 HaUTsESWUL NTSTer SLOPS QFTEEIENE 2 (HEUTESHLD
OSTLMISILIL Beuem(BLD. SHIQLILIEDL TS 62(H SHSTTHULD
QUITBLLD Sermdud (QETHaHTEerfdpD) CHema.
Sflwrefler sheTes sUPsITHub (sHUGroeanilub,
1992) sH&ET®S SWILPE
(8rrBspdrear, 2001) sl UTsHH QeLSarmer.
G@b L Sy SsEITESHEbD BaHam(BeEbD S
epoluauTmaruDBiu Srr@ehdreallear MmO EHLD
STQedLOW 2 (FATSSESSDEGL LTRSS UL Gauer(BLD.

Q&M &6 @h &l W (wpLd

SOIDEF GFTOIMEOUID DLMGLD GFTHOMTEDE
QerHeer Quwr, cflenear, QUWIL, cHeperulenL
Gumerp QeTHUTGUTBSelar SiielueL ulle
fssuul Gl LwWaTUuBSSHCaUTHEE  6rerflem Lol mer
Wweopuled Q&med GMNSHS CHmaUUITaT C&FUISHerTL
QuDBeuarle senflafllowbTEslIUl(B 6dH SeDenrsers
egred sreyserorss (online lexical database)
STUULGauenT(BLD. HLOIPEF GIEFTEEIEDE Gl LITIH G 6MLD
2 NAGBEHHGL QFTDHEEHE LD
2 DRE@EHGD WHBSWSSeID STGau6(BLD.
cflement, QUIWITEOL, cflepearenl. GUITETD cUeNSLIM(BS6rTleD

@ em L udleo e
Quuw,

SILMGD QFTHHEHHE SemLGW 2 6Ter GILITIHeTenLD
o pasmer GealalluBSSID aem&HUIDd ST sHserD
(database)
BHOAWTAT SHAUOS®ETL QUIIDULR @0  WET

o arssUUL(B uwearuBsHGary

WS o (FaUTESILL Gauer(BLd.

QETHOUMTHeTemLOUNuIed &6l L6 Lmmluglw eyl et
2 66l $HEUTEDSW QSTLILSTTTONSHS & 6wl efl &
QEFETHOUTIHETEDLOUNWED eTellD LUl &UIe|&HSeTDms
LD 60 [T [b &I 6T 6T & .
saflaflQompluiweied QUL SHUIEE SETDTS
wrhlemSang. B55m&W & enfl el mlud ued
Gamliumhaser Sieluenl ule

@& MM LT {H e e Lo Ul W ed

S 6D LD QU &I & IT 601
Q& TEDEUEMED.

&0l 1D & Q&mmserfl e QUWIEQEFTMHS 6T,

flewardQemms er, QUWDMLEQEFTDS 6T,
AP FQFTDHET SpBUIEDE i L M (e 6T e.
QUUWIIHLD 6lleDETU|D SEDEDEDLD 608 8 60T 8 &n M) & 6T
6T & M) 1D

QUWDIEe»L UL ofll 6 60T Wl 6 L U LD

& 60 GUT & LD 860 & & T & o M) & 6T 6T &7 M) LD
SIP&ESEULBHaTDar. SFQFTHEMET 6 (56T HET
UeTQWIPAWESEGWWHGETTEL UGSH Seunmnd
SoLuled @B GFTd WHMID O LT Hew DLW
2 paser Geaeflllu@L e Pl  &ieu DMl e
LEQUTHerenld Qeuerfleuhd UeTenT(pLD SHemSS)IL
LWaTUGSHCAUTHSGE QFTR GMNSS BF el Ter
cFlFsemer eraflgmsl QUMD 6@H O LT LT HErl er
wrdfl o meaursssliuL Gauenr(BLD.

SOIDOFTHHMETL CUTIHETEDLDE &6l M & 6T T L
UGSS SuDMIE @QIIBLD Q&FTHE&HEETL  GLIT[HET 6nLD
2 De|&HETTed QSTLILUBSSHIeUSH SHIQEomer CEuwleoUm(s.
855ma Wwwhdl  GopasTereriuLGeaiar(BLo. &5
6 (P(LREDLOWITET SLOLDFQFTERIENED 2 (FAITHHSSMD G
SRULLIWITS Senufd. uGam 6wrpluiwe
91 Ml @b [T & 6T
GamLum@®

o (hUTSHHW O LT (H e e o ug w ed

SelueLUled o haumssluLlL
8rreepdraiar (Brr@shHrear, 2001) FNHTOS
s0lpE QemheeTerflwsde LLiguwiedlL Lul (heTer
QuUwI, 6l em et , QuUWTeDL, 6fll em 6T Wi 6m L &
QEFTH&HET QFETOUDDES JTHUS STIYSETOTE
LrHpUULBaiar(Bb. SFQFTeelened G866 Wl mer
QeTAUTheTHmeT LweTUBSS e Werlioumib

6(LLMIGPEODIITS 2 (HeUT&HE&LILL Geue (BLD.

SOIDEF QFTOIME @I GFTO HIa| DOWID
(Lexical database). @gein wHSwiomer LTl iger
STSSmG6flar cueweLINaTard. QFTH&EEHsEE Sl Gul
2 GTeT 6MMIEMDEDIW SHETHS CFTHOUTIHET LOUISSLD
Si&66E QFTEaIME LILIGTLBSDS. QFTEamamUIL
Lweru(®s5 8
8 QFTHeEERGEE SeLGW 2 6T6T  GlLIT (6T emLD

uefened Siewwllled sSruul (BerTer

o pal SBUHH ANFOFTDHEHSHES BeoL Gl o eTer
QDML SHETHSETD. GQUITIHETEMLD LOWSHESD
seily
LWaTUBRHOTDG. SHEUD SeTMmGEQID S&HeUeD
W hiGeleyld @mbg UweTLBsgHuTler @GgHeTeuime
BFHMEUWITET HHAIDHEET QUM EUIGLD. CFTEDEIEMED

BLyFsFwOUTEHEBHGID O &F Te 66D
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85hEU uiigib 2 Ha|b. Buhens QLT @UIE|&HGLD
2 (FAUMHESHESHDGLD 8% U aflsele msasm(BHeHEL0.
OFTeDaIEDE L LWeaTU(B5S SubSTonmplouwFL
QFUIGISHSTE (PUMHESHEHLD HedLOUDM 6lHES6Tme.
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Zero-shot Response generation in Chatbots

Sobha Lalitha Devi and Pattabhi RK Rao

ABSTRACT

Response generation is one of the main components in
conversational Al. This task involves “understanding"
natural language input provided by the user to give an
appropriate response in a natural, fluent way as human’s
converse, for instance back and forth dialogues. The
emergence of large-scale dialogue datasets availability in
English has greatly helped in advancing the research of
dialog in English and few European languages. In the Indian
languages there are no such datasets available. In this work
we have created a small Tamil dialogue dataset in general
domain. This dataset has 50 conversations between two
speakers. In this work a zero-shot algorithm which uses a
capsule-based model, as described by Xia (Xia et.al. 2018)
is developed for response generation. A Fl-accuracy score
of 82.13% is obtained which is comparable with the state of
the art.

Sobha Lalitha Devi and Pattabhi RK Rao

AU-KBC Research Centre, MIT Campus of Anna
University,

Chromepet, Chennai, India.
sobha@au-kbc.org
pattabhi@au-kbc.org

1. INTRODUCTION

Response generation is one of the main components
in conversational Al. This task involves “understanding"
natural language input provided by the user to give an
appropriate response in a natural, fluent way as human’s
converse, for instance back and forth dialogues. The
creation of high-quality natural language responses for
chatbots remains a challenging and time-consuming
task that often depends on high-quality training data
and deep domain knowledge. Therefore, it is essential
to engage experts in the chatbot response development
process which have the required domain knowledge.
But having a high knowledge human expert available
is difficult and expensive. It is essential that automatic
or semi-automatic methods for response generation are
devised. The success of neural models and the emergence
of large-scale dialogue datasets availability in English
have greatly helped in advancing the research of dialog
generation (Serban et al., 2016, 2017; Huang et al.,
2020; Meng et al., 2020) in English and few European
languages. In the Indian languages there are no such
datasets available. Hence it is important to use methods
which can work on limited datasets or practically no
annotated datasets.

The paper is further organized as follows: Section 2
describes state of the art in this area of research. Section
3 describes the present work which also includes
description of data creation. In section 4, experiments
and results are discussed. The paper concludes with
section 5.

2. RELATED WORK

Advancements and accessibility of high-end
hardware infrastructure has helped researchers use
artificial neural network algorithms with success to
develop neural models such as BERT, Large Language
Models (LLMs). In languages such as English and few
European languages emergence of large-scale datasets
have greatly advanced the research of conversational
Al. The open-domain chatbot systems generate more
informative and fluent responses (Ke et al., 2018;
Zhang et al., 2020b; Bao et al., 2020; Meng et al.,
2021), for general conversations and for domain
specific applications such as providing emotional
companionship and social chatbots.
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It is observed that most of the response generation
systems (Zhang et al., 2020b; Bao et al., 2020; Li
et al, 2020; Floridi and Chiriatti, 2020) rely on
a considerable amount of data resource, such as
DialoGPT (Zhang et al., 2020b). But one of the
greatest hurdles is that, the dialogue corpus for many
languages is unavailable, which limits the usefulness
of the available conversational Al systems for low-
resource or even zero-resource languages such as Tamil
and other Indian languages. There is a need to design
and develop approaches that can efficiently perform
with limited training corpus. The pre-trained language
models such as GPT-3 (Brown et al, 2020), have been
used to augment small datasets for the development
of chatbots. Even the language models such as GPT-
3 have limited usability for our Indian languages as
these generate generic responses and sometimes even
irrelevant responses. Thus, there is a need to develop
Zero-shot Learning for response generation. This task
refers to building a response generation system with
very few training samples (Floridi and Chiriatti, 2020).
Most existing zero-shot methods rely on large-scale
pre-trained generative models (Lewis et al., 2020;
Zhang et al., 2020b; Floridi and Chiriatti, 2020), such
as GPT-3 (Floridi and Chiriatti, 2020). These methods
require huge computing resources, which hinders the
usableness of response generation systems. Also as
stated above use of such LLMs for our Indian languages
mostly provide empty responses or irrelevant responses.

3. OUR APPROACH

In this work we have created a small dialogue dataset
in general domain. This dataset has 50 conversations
between two speakers. And develop a base response
generation system using neural methods. Since the data
is very small, in the real time scenario of chatbot we
need to handle unseen user inputs for responses need to
be generated by the system. Here we tackle this issue
using zero-shot algorithm which uses a capsule based
(Hiton et.al. 2011, Sabour et.al. 2017) model, as tried
by (Xia et.al. 2018).

3.1 Data Creation

We have developed conversation (or dialogue)
dataset in-house. In developing the corpus, we
have followed the annotation convention used for
developing annotated corpus of free conversations
in Japanese, called “JAIST Annotated Corpus of
Free Conversations” (Kiyoaki Shirai and Tomotaka
Fukuoka. 2018). Our corpus consists of dialogs of two
native speakers in Tamil as participants, where they
freely talk about various topics. Each utterance in the
dialogs is annotated with two kinds of tags. One is a
Turn construction Unit (or speech act), which is the
type of utterance that represents the speaker’s intention.

The other is sympathy that is the interest shown by
the listener in the current topic in the conversation
(response). The corpus consists of transcriptions of 50
free conversations between two participants. The total
duration of the dialog is about 50 hours. Each utterance
was transcribed by hand. Out of 50 conversations, not
all were with two participants. 46 dialogs were with two
people participate in the conversation. The statistics is
given: Number of dialogs 46, Number of utterances
23556, Average number of utterances per dialog 500.
This shows that each dialog is long. We had two
annotators and the Inter annotator’s agreement Kappa
score is 92%. This Tamil conversational data is first of
its kind in Indian languages.

Each utterance has the information: Speaker ID: An
identification number of the speaker. Turn taking: A
flag indicating whether the speaker has changed or not.
TCU: A dialog act of an utterance. Sympathy tag: A tag
that represents whether the listener shows sympathy or
antipathy. Nine types of TCU were formulated for the
annotation (Request, Confirmation etc.). The annotation
has also three tags for sympathy.

3.2 CapsNet - System Implementation

In this work two tier architecture approach similar
to the one proposed by Xia et al, (2018) is followed.
Initially the CapsNet model is developed using our
small dataset to generate responses. Then the Zero-
shot learning for generation of responses for unseen
responses is used.

The steps in the implementation of CapsNet response
generation are described below:

a) Dataset preparation:

*  We have developed labelled dataset for
response generation. Each utterance is
labelled with fundamental utterance unit
the Turn Construction Units (TCUs) and
the complete utterance is labelled with its
corresponding class of the response.

*  Pre-process the conversation data by
performing proper tokenization and other
typological error corrections, as this is a
transcribed data.

b) CapsNet Data Input

e Convert the pre-processed conversation
data into vector representations such that
it can be fed into the neural network. Word
embedding’s method of Word2Vec is used
to represent TCUs as dense vectors.

¢) Designing the CapsNet architecture for
response generation:

e The original CapsNet architecture used
for image recognition as used by Hinton
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et al 2017 is adapted to suit the response
generation task. The image-based
input is replaced with the text vector
representations obtained from Word2vec.

*  The number of capsule layers is derived
empirically.

*  Dynamic routing-by-agreement algorithm
(Sabour et al., 2017), is used for

exp{—d(e;, e, )}
Z,{;l exp {—d(e. ey )}

ik =
where
o
d (e=l 'eyi.) - (elt - ey&) z : (e=t - e!.fn)

Learning hierarchical relationships between TCUs
and thus used for response generation.

d) Training the CapsNet:

* The dataset is split into training and
validation sets.

*  CapsNet model is initialized with initial
values and then use categorical cross-
entropy loss function.

*  Train the model using the training dataset,
monitoring the validation accuracy to
avoid over-fitting.

*  Backpropagation and gradient descent
function to update the model's weights and
thus optimize the loss function.

e) Measuring response relations:

*  Here we propose to learn a Mahalanobis
distance metric to measure the relationship
between unseen and seen responses.
Specifically, given the embeddings of an
unseen response | and a seen response
k, their squared Mahalanobis distance is
given by:

dM (eul , esk) =
(eul — esk)>Q—1(eul — esk), ---- (1)

e Where, Q is a learnable covariance matrix
which models the correlation between
dimensions of the embedding. Note that
CapsNet (Xia et al., 2018) also tries to use
Eq. (1) to model the relationship between
unseen and seen responses, but it ignores
the correlation between dimensions and
simply sets Q = 621 (o is a scaling hyper-
parameter), which is a scaled squared
Euclidean distance.

3.3 Zero-shot Response Generation

Zero-shot response generation involves using
auxiliary information or semantic descriptions to
associate visual features with labels. The zero-shot
learning utilizes vote vectors from existing responses
to build response representations for emerging new
responses via a similarity metric between unseen intents
and responses.

Suppose there are K existing (seen) responses and L
emerging (unseen) responses, the similarities between
existing and emerging responses form a matrix QER
LxK. Specifically, the similarity between an emerging
response zI €Z and an existing yk €Y is computed as
ezl , eyk € RD 1x1 are response embeddings computed
by the sum of word embeddings of the response label.
> models the correlations among response embedding
dimensions and we use X = 62 . ¢ is a hyper-parameter
for scaling.

We feed the prediction vector nl to Dynamic routing
algorithm and derive activation vectors nl on emerging
responses as the output. The final response representation
nl for each emerging response is updated toward the
direction where it coincides with representative votes
vectors. We can easily classify the emerging responses
by choosing the activation vector with the largest norm
7 =arg max ||nl ||

4. EXPERIMENTS AND RESULTS

The experiments are performed using the data
created by us which was described in the section 3.1.
The data is split into two, training (38 dialogues) and
test (8 dialogues). The test partition is formed such
that 4 dialogues have topic similarity with the training
partition. The remaining 4 dialogues are completely
different than the rest (completely unseen).

The embeddings needed for the response generation
models, are developed using Tamil Wikipedia content
and copyright free Novels digitized content from
Project Madurai (Project Madurai). These pre-trained
word embeddings are used in the training of CapsNet
as well as for Zero-shot learning as augmentation to the
dataset.

A three-fold cross-validation to choose hyper
parameters is performed. The dimension of the
prediction vector DP is 10. DI = DW because we use
the averaged word embeddings contained in the intent
label as the intent embedding. An additional input
dropout layer with a dropout keep rate 0.8 is applied to
the intent annotated corpus of ours. In the loss function,
the down-weighting coefficient — A is 0.5, margins m+ k
and mk are set to 0.9 and 0.1 for all the existing intents.
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The iteration number iter used in the dynamic routing
algorithm is 3. Adam optimizer is used to minimize the
loss function.

We have evaluated our method using different
models, we employ both automatic metrics and human
evaluations.

Automatic Metrics: We employ perplexity (PPL)
and distinct 1/2 (Dist.1/2) following previous studies
(Zhang et al., 2018; Zheng et al., 2020; Song et al.,
2021). Lower perplexity means more reliable model.
Distinct 1/2 (Li et al., 2016) are the ratio of distinct uni-
grams / bi-grams. Higher distinct means better diversity
of responses generated by the model.

Method PPL Dist.1/2
TF-IDF Classifier

(Base system) 140.65 11.59/43.68
Zero-shot Response

generator 110.65 13.59/43.68

Human Evaluation: We further conduct human
evaluations to assess the proposed learning framework.
We ask three graduate students to evaluate the quality
of generated responses for 100 randomly sampled
input contexts. We request evaluators to choose a
preferred response in a scale of 1 to 5, considering
the following aspects of response quality: fluency, in-
formativeness, coherence, and engagingness. We have
obtained encouraging results. We have obtained human
evaluation score of 82.13%.
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Limitations:

CapsNet (Xia et al.,, 2018) is the first work to
employ capsule networks for zero-shot learning.
It exploits the self-attention mechanism to extract
semantic features (capsules) of an utterance. For zero-
shot intent classification, it utilizes the vote vectors
of seen responses and the similarities between seen
and unseen responses based on Euclidean distance to
make predictions for unseen new responses. CapsNet
has demonstrated strong performance, but has two
fundamental limitations:

i. The self-attention module of CapsNet
has little issues in handling the polysemy
problem, which limits the representation
capacity of semantic capsules. This needs
more cautious implementation.

ii. For the generalized zero-shot classification
setting, the method of CapsNet for
constructing the prediction vectors is
highly likely to cause the model to lose
generalization ability to unseen intents
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Bridging the Linguistic Gap: A Practical Exploration of Tamil
Integration in Technology - A Data-Driven Perspective

Somasundaram Meenakshisundaram

ABSTRACT

The digital revolution presents both opportunities and
challenges for Tamil still being a low resource language.
This research paper examines the practical approaches to
bridge the linguistic gap between Tamil and technology
through data-driven analysis. It explores the ongoing
debate regarding Tamil keyboard standardization, the rise
of Tanglish (Tamil-English hybrid) usage, and the potential
of voice-based technologies in fostering Tamil inclusion.
Through analysis of successful case studies like Hinglish
integration and Singapore’s GovTech initiatives, the paper
proposes a multi-pronged strategy for enhancing Tamil
accessibility in the digital domain.
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INTRODUCTION

With over 80 million speakers worldwide, Tamil is
still facing the complexities of the digital age. Integrating
Tamil into technology holds immense potential for
cultural preservation, educational empowerment, and
economic growth. However, bridging the linguistic gap
requires thoughtful consideration of practical challenges
and innovative solutions.

Tamil Keyboard Standardization:

Tamil Keyboard Standardization is pivotal for a
seamless digital experience in the Tamil language.
While initiatives like the Ka-naada keyboard have
made progress, the urgent need for a standardized Tamil
keyboard raises questions about cultural preservation
and technological advancement.

Source: https://yourstory.com/2018/12/indic-keyboard-for-
indian-languages-kanaada-guru-prasad

Current Scenario:

Current research emphasizes the significance of
standardized Tamil keyboards, with solutions like Ka-
naada keyboard which supports Indic language typing
showcasing potential. However, the lack of a unified
standard raises concerns about future generations losing
touch with the traditional Tamil script typing.

Own Tamil Keyboard vs. Existing Solutions:

The decision between creating a new Tamil keyboard
and adopting existing solutions involves weighing
technological implications, user adoption rates, and
cultural considerations. Striking a balance between
innovation and cultural preservation is imperative for
successful standardization.
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Samsung R&D’s Contribution

Samsung R&D’s extensive efforts in Indian
language technology play a crucial role in shaping Tamil
integration. Advancements in keyboard technology,
language models, and Al showcase the potential for
industry leaders to drive regional language integration.

Samsung’s Commitment to Indian Languages:

Samsung’s commitment to supporting over 40
Indian languages demonstrates industry leadership.
Their advancements in technology create a roadmap
for other tech giants, emphasizing the role of corporate
innovation in regional language integration.

SAMSUNG

Language Detection & Multilingual Texting

Source: https://www.youtube.com/
watch?v=r6 XOCSD6K6M

(Indian Language Input on Mobile - Challenges and
Advances, Mr. Barath Raj, Samsung R&D Institute)

Indian users are multilingual, while we focus on
developing pure language solutions, for the mainstream
use cases the multi-lingual approach needs to be taken
for the users to start using the solution. This might sound
like a controversial statement but from the industry
point of view any solution that was not developed for
practical use cases will have very little adaption.

The landscape of Tamil keyboards reflects a
fragmented ecosystem, with solutions like Ka-naada and
Tamil 99 gaining traction but failing to achieve universal
adoption. The lingering absence of a standardized
layout necessitates a critical juncture — should we
strive for a unified keyboard for future generations, or
remain tethered to existing options? This question holds
paramount importance, as the chosen path will impact
both the ease of learning and the digital preservation of
the Tamil language.

Tanglish: Challenge or Opportunity?

The ubiquitous presence of the QWERTY
keyboard has inadvertently birthed a hybrid language
phenomenon — Tanglish, a blend of Tamil and English

widely used for its ease and familiarity. To ignore this
reality would be to marginalize a significant portion of
Tamil speakers in the digital space. Therefore, solutions
must be sought that acknowledge the prevalence of
Tanglish while paving the way for proper Tamil usage.
Intelligent autocorrect tools that recognize and translate
Tanglish into grammatically accurate Tamil sentences
can bridge this gap, fostering a gradual transition
towards embracing the richness of the native language.

Hinglish: A Blueprint for Tanglish Integration
in Tamil Technology

The digital revolution has not only reshaped
communication but also challenged notions of linguistic
purity. Across India, the rise of Hinglish — a dynamic
blend of Hindi and English — holds valuable lessons
for integrating Tanglish, the Tamil-English hybrid, into
technology. Analyzing the success of Hinglish reveals a
crucial truth: acknowledging user language preferences
and embracing hybrid forms can bridge the convenience
gap and empower communities.

Hinglish: Paving the Way for Tanglish

Hinglish, no longer relegated to casual
conversations, has become a powerful force in
Indian technology. Platforms like HaptikAl’s virtual
assistants understand and respond to Hinglish queries,
simplifying customer interactions. Google Pay’s
Hinglish interface demystifies financial transactions,
empowering those less comfortable with pure English.
Even carmakers like Kia and MG Motor India have
incorporated Hinglish voice commands in their in-car
systems, recognizing the growing comfort level of
users with this hybrid language. The data behind these
successes resonates loud and clear — acknowledging
user language preferences through features like context-
aware translation, intelligent language recognition, and
hybrid interfaces leads to significantly improved user
engagement and adoption.

[ R V]

& Voice functions

Command Function

AConkardo
ACBand Kar do

Can turn on or off the air conditioner.

Fan speed badha do Used to set the fan level.

Fan Speed Kam Kar do

Muh pe hawa do Used to set the air direction.
Pairo pe hawa do
Muh aur pairo pe hawa do

Saamne ke seeshe aur pairo pe
hawa do

Source: http://webmanual.kia.com/STD GEN5W/AVNT/
IND/English/008 VR _voicerec.html#d2e14466



46 | KaniKovai

Adapting the Hinglish Playbook for Tanglish:

The lessons learned from Hinglish integration offer
a clear roadmap for Tanglish. Imagine a Tamil chatbot
that seamlessly understands and responds to queries in
both languages, bridging the gap for those new to digital
platforms. Picture a Google Pay interface in Tamil and
English, making financial management accessible to a
wider audience. Consider e-commerce platforms like
Flipkart incorporating Tanglish voice search, opening
up the world of online shopping to users comfortable
with this hybrid form. The possibilities are endless, and
the potential impact is transformative.

Beyond Convenience: Empowering Communities

Integrating Tanglish is not just about convenience;
it’s about empowering communities. By acknowledging
this hybrid language, we validate the linguistic choices
of millions of Tamil speakers and create a digital space
that reflects their lived reality. This fosters inclusivity
and confidence, encouraging hesitant users to engage
with technology in a language they understand and feel
comfortable with. Moreover, it preserves and celebrates
the unique linguistic tapestry of Tamil culture, ensuring
its survival and evolution in the digital age.

CHALLENGES AND CONSIDERATIONS:

Embracing Tanglish is not without its challenges.
Concerns regarding standardization, potential dialectal
variations, and ensuring accurate interpretation cannot
be ignored. However, with careful consideration and
collaboration between linguists, technologists, and
users, these challenges can be overcome. Leveraging
the advancements in Natural Language Processing and
machine learning can pave the way for robust Tanglish
recognition and translation systems. Open dialogues
with the Tamil-speaking community will ensure that
these solutions are culturally relevant and user-centric.

EMBRACING THE HYBRID FUTURE

The digital future of Tamil lies not in clinging to
linguistic purity but in embracing the vibrant reality
of Tanglish. By learning from the success of Hinglish
and adopting a data-driven, user-centric approach, we
can build technology solutions that empower Tamil
speakers, bridge the convenience gap, and unlock a
truly inclusive digital experience. Let us weave a digital
tapestry that reflects the richness and diversity of the
Tamil language, ensuring its continued evolution and
prosperity in the ever-evolving landscape of technology.

Tanglish Dominance: A significant percentage of
digital users prefer Tanglish over Tamil due to keyboard

confusion and familiarity with English keyboards.
Just as Hinglish dominates in Hindi-speaking regions,
Tanglish is the go-to for many Tamil speakers in digital
interactions. By embracing Tanglish, we don’t diminish
the importance of formal Tamil; we simply acknowledge
the reality of our digital landscape. Studies have shown
that Tanglish is prevalent in online chats, social media
interactions, and even informal writing among Tamil
speakers. Ignoring this reality would be akin to building
a bridge that only reaches half the population. We build
a bridge, not a wall.

Why Multimodality Matters: A User-Centric
Approach

Developing technology solutions solely in Tamil,
while commendable for language preservation, misses
out on the vast section of users who navigate between
both languages seamlessly. A multi-modal approach
acknowledges this reality and builds applications that
cater to both Tamil and English, often within the same
user interface. This could involve:

e Hybrid interfaces: Menus, prompts, and
instructions offered in both
languages, allowing users to switch
between them based on their preference.

* Intelligent language recognition: Systems
that understand and respond to both Tamil
and English inputs, seamlessly interpreting
Tanglish phrases and providing accurate
response in the chosen language.

*  Context-aware translation: Tools that
automatically translate specific words or
phrases within a sentence, offering users
the flexibility to express themselves in
their preferred blend of languages without
hindering communication.

The Business Case for Multimodality: Beyond
Language Purity

From an industry perspective, embracing
multimodality is not just about inclusivity, it’s a
sound business decision. By catering to the linguistic
preferences of a broader user base, technology
developers can significantly increase their reach and
user engagement. Studies have shown that users are
more likely to adopt and interact with applications that
provide seamless language switching and Tanglish
support. This translates to increased user satisfaction,
higher retention rates, and ultimately, greater market
share.
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VOICE: THE INCLUSIVE FUTURE?

How Voice Technology Bridges the Linguistic
Gap

The  digital revolution has  transformed
communication, but for many, linguistic barriers still
stand in the way. Enter the realm of voice technology,
where the spoken word transcends the limitations of
keyboards and screens, offering a beacon of inclusivity
for diverse languages like Tamil. This section delves
into the immense potential of voice Al for bridging the
linguistic gap and enriching the digital experience for
Tamil speakers.

Inclusive Communication

Interfaces:

through Voice

Imagine a world where interacting with technology
requires no keyboard, no deciphering complex
interfaces, just the natural flow of spoken language. This
is the promise of voice technology, and for languages
like Tamil, it holds revolutionary potential. Solutions
like Eleven Labs and Slang Labs showcase the maturity
of voice Al for Tamil, offering near-flawless text-to-
speech synthesis, speech-to-speech recognition, and
even voice cloning capabilities. This eliminates the
need for literacy, opens doors for non-traditional users,
and creates a truly inclusive digital platform accessible
to all.

Elevating the Auditory Experience:

The power of voice technology goes beyond mere
accessibility. Platforms like Eleven Labs offer voice
cloning features, allowing users to create custom-
tailored digital assistants that speak in their own
voice or the voice of a beloved public figure. Imagine
textbooks narrated in the melodious tones of a favorite
writer, news updates delivered in the familiar cadence
of a trusted community leader, or virtual assistants
responding to queries in the comforting voice of a family
member. This personalized auditory experience fosters
deeper engagement, strengthens cultural connection,
and elevates the digital interaction to a whole new level.

Click on a language to convert text to speech: English  Chinese  Spanis! Hindi  Portuguese  French

German

Filipino Malay ~Romanian  Ukrainian  Greek  Czech anish  Finni Bulgarian  Croatiz

Tam

RGN Camaallse LInG s Geumnl 2 erens.

Source: https://elevenlabs.io/text-to-speech

Empowering Communities with Voice Solutions:

Beyond individual experiences, voice technology
holdsimmense potential to empower entire communities.
Slang Labs’ Conva Omni-Assistant platform transcends
pre-built apps, allowing developers to create custom
voice solutions for specific needs. Imagine voice-
enabled agricultural extension services guiding farmers
in their native language, voice-controlled healthcare
information systems facilitating medical access in rural
areas, or voice-driven educational tools breaking down
literacy barriers for underprivileged communities.
These are just a glimpse of the possibilities, where voice
technology becomes a bridge to knowledge, healthcare,
and progress, empowering Tamil communities on a
larger scale.

SWANel JWN-S

Source: https://www.slanglabs.in/conva-omni-assistant

CHALLENGES AND THE ROAD AHEAD:

While the promise of voice technology for Tamil
is undeniable, challenges remain. Dialectal variations
within the language must be accounted for, ensuring
accurate speech recognition and synthesis across diverse
regions. Building robust voice datasets that represent the
richness and complexity of Tamil culture is crucial for
developing culturally relevant and effective solutions.
Collaboration between linguists, technologists, and user
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communities will be key to addressing these challenges
and shaping voice technology that truly caters to the
needs of Tamil speakers.

A FUTURE RESONANT
VOICES

The digital future of Tamil lies not just in preserving
its written form but also in amplifying its vibrant oral
traditions through voice technology. By embracing
advancements in voice Al, we can dismantle linguistic
barriers, empower communities, and create a truly
inclusive digital landscape where the diverse voices
of Tamil resonate loud and clear. Let us pave the way
for a future where technology speaks the language of
the people, fostering cultural connection, enriching
experiences, and ultimately, celebrating the beauty and
power of spoken Tamil in the digital age.

WITH TAMIL

GovTech Initiatives in Singapore

Learning from the Lion City: Singapore’s GovTech
Blueprint for Tamil-Centric Solutions

Singapore, the gleaming jewel of Southeast Asia,
stands as a beacon for successful multilingual GovTech
integration. For Tamil speakers in India, its initiatives
offer a treasure trove of lessons that can be applied
to create a more inclusive and accessible digital
experience for Tamil Nadu citizens. Let’s delve deeper
into Singapore’s GovTech landscape and explore its
potential to guide the development of Tamil-centric
solutions in India.

Singlish Voice Bots: Bridging the Communication
Gap

Imagine Siri or Alexa seamlessly understanding and
responding to your queries in Singlish, the vibrant hybrid
of English and Singaporean Malay. This is the reality
in Singapore, where voice bots powered by advanced
natural language processing (NLP) have revolutionized
citizen engagement. For Tamil Nadu, similar solutions
can be developed, empowering individuals comfortable
with Tanglish to interact with government services in a
familiar and convenient manner. Imagine a healthcare
chatbot guiding patients through appointments in both
Tamil and English, or an educational assistant offering
personalized learning support in a blend of languages.
The possibilities are endless, and the impact profound.

Unified DPG Forms Framework: Streamlining
Service Delivery
Government forms can be a daunting labyrinth, often

riddled with complex jargon and inaccessible language.
Singapore’s Unified DPG forms framework tackles this

challenge head-on by offering a standardized format and
supporting Tamil alongside English. This simplifies the
application process for citizens, improves transparency,
and fosters trust in government services. Adapting
this framework to Tamil Nadu’s context would be a
significant step towards digital inclusivity, ensuring that
all citizens have equal access to government services
regardless of their language proficiency.

<

CDC Vouchers
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Source: https://vouchers.cdc.gov.sg/residents/how-to-claim-
cdc-vouchers-tamil/

Low-Code
Developers

Platform: Empowering Citizen

Singapore’s  low-code  platform  empowers
governmentagencies and even citizen developers to build
digital solutions without extensive coding knowledge.
This platform, crucially, supports Tamil, allowing
Tamil-speaking developers to create applications and
services tailored to their community’s needs. Imagine
village councils using the platform to develop apps for
local resource management, or farmers accessing crop
information and market updates in their native tongue.
The potential for citizen-driven innovation is immense,
and fostering a Tamil-enabled low-code platform can
unleash the creativity and problem-solving skills of the
Tamil-speaking community.

Data-Driven Insights: From Feedback to

Improvement

Singapore’s GovTech initiatives are not static;
they evolve and adapt based on user feedback and
data analysis. The Citizen Translators program, a
dedicated group of native speakers who review and
refine translations, is a testament to this commitment
to continuous improvement. Similarly, Tamil Nadu can
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leverage its existing GovTech data, such as bilingual
government orders (G.O.), to develop a small language
model. This model could be used to personalize

interactions, improve the usability of applications, and
ultimately deliver a more satisfying digital experience
for Tamil speakers.

17, Selamat datang kembali, B ams,
Joey Chan Hsiao An Khalijah Bte Daud Priya Mohan
AL see A Kad saya A 16T SiL_amL &6l iea A
= TRES m Lesen Memandu Apakah ini? SLGary e flow aaen Ba?
MnEANE REPUBLIK SINGAPURA Aisiiyfé Guuges
SEME AT ‘m KAD IDENTITI DIGITAL NASIONAL g - @i i st i L
%w%m NOMBOR KAD PENGENALAN . ‘ Sl wren Ml NO.
< See0e367C - Se=+++367C i = Gese4367C
7 ko ' [V
1] 8T EEHEL [ Lihat kodbar M L a1 & @flenw &t Sbaan
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Source: https://www.tech.gov.sg/media/technews/how-singpass-learnt-three-languages

THE SINGAPORE MODEL: A PATHWAY TO
INCLUSIVITY

Singapore’s GovTech success story offers a roadmap
for Tamil Nadu to follow. By embracing multilingual
solutions, streamlining service delivery, empowering
citizen developers, and prioritizing user feedback, Tamil
Nadu can create a digital ecosystem that truly caters to
all its citizens. This is not just about technology; it’s
about inclusivity, empowerment, and ensuring that
everyone, regardless of their language background, has
the opportunity to participate in the digital revolution.

CONCLUSION:

Bridging the linguistic gap between Tamil and
technology requires a collaborative and multifaceted
approach. While the lack of standardized keyboards

presents a challenge, exploring potential solutions,
including the adaptation of existing layouts or
the development of a new one informed by user
preferences, holds immense promise. Recognizing the
prevalence and convenience of Tanglish necessitates the
development of intelligent tools that support this hybrid
form while gradually leading users towards proper
Tamil usage. Drawing inspiration from the success of
Hinglish and the inclusivity of voice technology further
illuminates the path forward. Finally, learning from
successful GovTech initiatives like those in Singapore
can guide the development of Tamil-centric solutions
that empower and engage communities. By embracing
innovation, collaboration, and a data-driven approach,
we can create a future where the vibrant tapestry of
the Tamil language seamlessly enriches the digital
landscape, ensuring inclusivity and cultural preservation
for generations to come.
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Bridging Language Barriers for Tamil Travelers Exploring Diverse
Regions of India using Deep Learning Technologies

Ra.K.Saravanaguru, Chellatamilan T, Kumar K, Sathyarajasekaran K,

ABSTRACT

Travel is a transformative experience, yet linguistic diversity
often poses a challenge for Tamil travelers exploring
different regions of India. This research addresses the

need for effective communication mechanisms, leveraging
deep learning and generative Al (GenAl) technologies to
enhance language understanding and facilitate seamless
interactions. This study focuses on the development of
innovative solutions tailored to the linguistic landscape

of India. First, we employ neural machine translation
(NMT) models, specifically fine-tuned for languages
prevalent in regions frequently visited by Tamil travelers.
These models, built on Transformer architectures, ensure
accurate and context-aware translations. Complementing
this, we introduce multilingual chatting powered by natural
language processing (NLP) and sequence-to-sequence
models, providing real-time assistance in both Tamil and
other Indian languages. To address spoken communication,
we integrate speech-to-text and text-to-speech systems,
allowing travelers to engage in spoken conversations with
locals. Context-aware language models, based on advanced
frameworks like Generative Pre-trained Transformer (GPT),
enrich translations by capturing cultural nuances and
idiomatic expressions. Augmented Reality (AR) translation
adds a visual layer to linguistic understanding, overlaying
translated text on real-world objects through Smartphone
cameras. Interactive language learning apps, incorporating
gamified GenAl modules, empower travelers with basic
phrases and expressions, fostering a proactive approach

to linguistic challenges. Additionally, community-sourced
translation platforms engage users in contributing and
validating translations, creating a collaborative environment
that continuously improves accuracy. These mechanisms
not only break down language barriers but also contribute
to a more immersive and enriching travel experience. As the
research evolves, user feedback and continuous refinement
will further enhance the adaptability and effectiveness of
these language bridging solutions, ensuring that Tamil
travelers can explore any place of India with confidence
using deep learning technologies.

Ra.K.Saravanaguru, Vellore Institute of Technology, Vellore.
Chellatamilan T, Vellore Institute of Technology, Vellore,
Kumar K, Vellore Institute of Technology, Vellore.
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1. INTRODUCTION

According to the Ministry of Tourism of India, the
country’s revenue from international tourism increased
from 8.7 billion U.S. dollars in 2021 to 16.92 billion
dollars in 2022. In 2021, Tamil Nadu had the most
domestic tourists among all the states, with more than
115 million visits. The country had a total of over 677
million visits from domestic tourists that year. This
financial trajectory mirrors the profound transformation
within the tourism landscape. For travelers, the
integration of virtual assistants, readily available Al-
driven travel agents, and a comprehensive overhaul of
the user experience signifies a paradigm shift. From
redefining the translation process to enhancing on-the-
go engagement, Al based applications are reshaping the
very essence of how individuals plan and experience
their journeys.

India, with its linguistic diversity and different
languages and cultures in different regions, poses many
challenges. However, travelers can overcome these
challenges using translation mobile apps. These apps
use conversational Al chatbots that can converse with
locals in any language. The paper presents a voice/text-
based conversational Al via chatting, an AR layer to
provide linguistic insights, and introduces a gamified
GenAl that leverages user feedback to generate
community-sourced translations. This system enables
Tamil speakers to interact with speakers of other
languages without a shared language during their travel
to any place in India and reset of the world.

2. BACKGROUND STUDY

This neural machine translation (NMT) model with
transformers is a type of natural language processing
(NLP) that uses deep neural networks to translate text
from one language to another. NMT has achieved
remarkable results in recent years, based on the advances
in neural network architectures, such as transformers,
and large-scale parallel corpora.

However, NMT still faces some challenges, such as
handling low-resource languages, preserving discourse
coherence, adapting to different domains and styles, and
generating diverse and natural outputs. To address these
challenges, this work has proposed various models that
leverage additional information.
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For travelers, the integration of virtual assistants,
readily available Al-driven travel agents, and a
comprehensive overhaul of the user experience signifies
a paradigm shift. From redefining the translation
process to enhancing on-the-go engagement, Al based
applications are reshaping the very essence of how
individuals plan and experience their journeys. This
statement is supported by various research papers that
explore the impact and potential of Al in the travel
industry. For instance, Sia et al. (2023) provide a
systematic review of mobile travel applications and
their smart features and challenges, highlighting the
role of Al in personalizing travel planning and online
customer service. Bulchand-Gidumal (2022) discusses
how Al can improve travel, tourism, and hospitality by
offering relevant offers, reducing costs, and generating
more revenue. Li et al. (2019) examines the technology
and economic determinants of crypto currency exchange
rates, which can affect the payment methods and
preferences of travelers. Kirilenko et al. (2018) compare
different approaches to automated sentiment analysis in
tourism, which can help understand customer reviews
and social media posts. These papers demonstrate the
diverse and innovative applications of Al in travel, as
well as the challenges and opportunities that lie ahead.
Additionally, we will explore the background study that
is the focal point of this work.

2.1 Multilingual Chatbot

Arivazhagan et al. (2019) introduced a universal
Neural Machine Translation (NMT) system capable
of translating between any languages pair, handling
103 languages trained on over 25 billion examples.
Aharoni et al. (2019) presented an in-depth analysis
of existing literature on Multilingual Neural Machine
Translation (MNMT), categorizing various approaches
based on their central use-case. Kumar and Kumar
(2018) explored the avenues of teaching computers to
process natural language text by developing a chatbot,
appreciating the processes, techniques, the power,
and possibilities of natural language processing using
recurrent neural networks (RNN). These works provide
a comprehensive understanding of the use of NMT in
building multilingual chatbots.

2.2 Context Aware Language Models

Context aware language models are a subtopic that
focuses on using NMT to generate text that is relevant
and coherent with the given context. Context can include
various factors, such as the topic, the tone, the style,
the user profile, and the history of the conversation.
Context-aware language models using Neural Machine
Translation (NMT) have been studied extensively. Wu et
al. (2022) used BERT to encode contextual information
for NMT in a study. The best translation results were
obtained by encoding all contextual sequences as one

long sequence with BERT. Sugiyama (2021) proposed
a simple yet effective NMT approach to context-aware
using two primitive components, a sentence-level NMT
model and a document-level language model (LM).
Another study suggested that context-aware NMT
models working on a concatenation of consecutive
sentences perform better, but are computationally
expensive. These studies highlight the importance and
challenges of context-aware language models in NMT.

2.3 Augmented Reality (AR) Translation

The paper “Tourist Experiences through Mobile
Augmented Reality” discusses the potential and the
correct approach for the implementation of AR in the
tourism sector. Another study, “Innovations in Tourism
Industry & Development Using Augmented Reality
(AR), Virtual Reality (VR)” emphasizes the analysis of
scientific & technical aspects of developing mobile AR
applications in smart tourism. “Travelogue: A Travel
Application using MERN and Augmented Reality”
explores features that could be integrated with travel
applications for offering customizable user experience.
“TOURGURU: Tour Guide Mobile Application for
Tourists” discusses a tour guide mobile application
which uses cloud computing, machine learning and
AR to give the user an amazing experience on tourism.
These studies highlight the potential of AR in travel
applications, enabling users to communicate and access
information across language barriers.

Here, augmented reality translation is a subtopic that
focuses on using NMT to provide real-time translation
of the visual environment. Augmented reality translation
can use computer vision and speech recognition to
capture the text and speech in the surroundings and
display the translated version on a device, such as a
smartphone or a headset. Augmented reality translation
can enable users to communicate and access information
across language barriers.

2.4 Gamified GenAl Modules

Gamified GenAl modules, a subtopic focusing on
using Neural Machine Translation (NMT) to create
interactive and educational games, have been explored
in several studies. A study by Nguyen-Duc et al.
(2023) discussed how Generative Artificial Intelligence
(GenAl) tools have become increasingly prevalent in
software development, helping various managerial
and technical project activities. Another research
conducted by Smith et al. (2022) highlighted the top
10 research papers on GenAl, exploring diverse facets
of language models, from improving alignment with
human preferences to synthesizing 3D content from
text descriptions. A paper by Johnson et al. (2023) titled
“A Gamified Module in the New Normal Classroom:
A Randomized Block Research Design” moves forward
the field of knowledge through the enhanced gamified
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module of several courses that can be a design guide of
other disciplines. These studies highlight the potential
of gamified GenAl modules in enhancing the learning
and engagement of the players.

Gamified GenAl modules can use NMT to generate
content, such as stories, questions, feedback, and hints
that can enhance the learning and engagement of the
players. Gamified GenAl modules can also use NMT to
evaluate the players’ performance and provide adaptive
difficulty levels

2.5 Community-sourced Translation platforms

Community-sourced translation platforms are
a subtopic that focuses on using NMT to facilitate
and improve the collaboration and quality of human
translators. Community-sourced translation platforms
can use NMT to provide suggestions, corrections, and
evaluations of the translations produced by the human
translators. Community-sourced translation platforms
can also use NMT to aggregate and rank the translations
from different sources and select the best one.

3. METHODOLOGY

This section presents the proposed methodology
for our work, which is divided into three distinct
modules as represented in Figurel. The first module
is multilingual chatting that can provide context-
aware responses to assist travelers. This module uses
advanced natural language processing techniques
and artificial intelligence to understand and generate
natural and fluent conversations in different languages.
Multilingual chatting can also adapt to the preferences
and needs of each traveler, offering personalized and
relevant information and suggestions.

The second module is an augmented reality system
that can create immersive experiences for travelers
based on their surroundings. This module uses computer
vision and natural language processing to overlay
digital information and elements onto the real world,
enhancing the perception and interaction of travelers
with their environment. The augmented reality system
can also provide educational and cultural content, such
as historical facts, landmarks, and local customs, to
enrich the travel experience.

The third module is a gamified platform that
leverages the collective intelligence of the traveler
community to generate useful information for travelers.
This module uses natural language processing and game
design elements, such as points, badges, levels, and
challenges, to motivate and reward travelers for sharing
their knowledge and feedback on various aspects of
their trips, such as destinations, attractions, services, and
activities. The gamified platform can also foster social
learning and collaboration among travelers, creating a
sense of belonging and fun.

Multilingual chatting based on
contex aware data
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Figure 1: Traveler Methodology
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3.1 Multilingual Chatting with Context

The chatting begins when the user sends a message
or voice input. Then, language detection identifies
the language of the input message, enabling seamless
handling of multiple languages. Next, the input message
is translated to the language that the language model
was trained on, ensuring compatibility with the pre-
trained model.

The system processes the input message to understand
the context and intent and generates relevant responses.
A context-aware response is generated in the language
that the language model was trained on, ensuring the
response matches the user’s query. If necessary, the
response is translated back to the user’s language, so
that the user can understand the response.

The procedure ends when the chatting stops,
indicating the end of the communication session.

3.2 AR with Context Model

Traveling is a transformative experience, and
augmented reality can enhance this experience by
providing immersive, context-aware interactions. This
research focuses on developing an AR system that uses
computer vision and natural language processing to
overlay digital information onto the real world.

The AR system is designed to enhance the traveler’s
experience by providing relevant and interactive digital
information about their surroundings. The system
consists of the following steps:

e System Initialization: The system is
initialized with pre-trained computer
vision and natural language processing
models that enable it to recognize and
understand various objects and texts in the
environment.



KaniTamil24 | 53

e Environment Scanning: The system uses
computer vision techniques, such as object
detection, segmentation, and recognition,
to scan and understand the traveler’s
surroundings.

e Information Generation: The system
generates relevantdigital information based
on the traveler’s location and context. This
information could include historical facts,
details about landmarks, local customs,
cultural tips, recommendations, etc.

e Information Overlay: The system
overlays the generated digital information
onto the real-world view of the traveler
using AR techniques, such as projection,
holography, or head-mounted displays.

e Interaction: The system allows the
traveler to interact with the digital
elements, providing a more immersive
and informative experience. The system
supports various modes of interaction, such
as voice, gesture, touch, etc., and responds
to the traveler’s queries and feedback. The
system can also adapt the information and
presentation according to the traveler’s
preferences and needs.

e Continuous Update: The system
continuously  updates  the  digital
information as the traveler moves and the
context changes. The system monitors
the traveler’s location, orientation, and
movement, and adjusts the information
and overlay accordingly.

The system ensures that the digital information is
aligned and integrated with the physical environment,
creating a seamless and realistic experience for the
traveler.

3.3 Gamified GenAl with Community Sourced

Traveling is a shared experience, and the collective
intelligence of the traveler community can be a
valuable resource for travelers. This research focuses
on developing a gamified platform that leverages
this collective intelligence through natural language
processing and game design elements.

e Platform Initialization: Initialize the
platform with a pre-trained natural
language processing model and a
gamification system.

e User Interaction: Receive input from
the user, which could include feedback
on destinations, attractions, services, and
activities.

e Information Processing: Use natural
language processing to analyze and
categorize the user’s input.

e Reward Allocation: Allocate rewards
to the user based on their input. Rewards
could include points, badges, levels, and
challenges.

e Information Display: Display the
processed information to other users,
allowing them to benefit from the shared
knowledge.

e Social Interaction: Foster social learning
and collaboration among users, creating a
sense of belonging and fun.

4. IMPLEMENTATION DISCUSSION

The current work, which is in its preliminary
stages, involves the implementation of a sophisticated
algorithm. This document presents an abstract discussion
of the code, focusing on three key sections: the chatting
algorithm, Augmented Reality (AR) with context, and
a gamified Al system that incorporates community
sourcing strategies. The algorithm consists of six
main steps: platform initialization, user interaction,
information processing, reward allocation, information
display, and social interaction.

4.1 Chatting Algorithm

This algorithm starts by initializing the chatting
with a pre-trained multilingual model. It then enters a
loop where it receives an input message from the user,
detects the language of the input message, and translates
the message to the language model’s training language
if necessary. The chatting app then processes the input
message to understand the context and intent, generates
a context-aware response in the language model’s
training language, translates the response back to the
user’s language if necessary, and sends the response to
the user. This process repeats if the chatting is active.
This is represented as an algorithm in Figure?2.

Algorithm 1 Multilingual Chatting for Travelers

1: procedure CHATTING

2 Initialize the chatting with pre-trained multilingual model
] while chatting is active do
4
5

Receive input message from the user
Detect the language of the input message
6: Translate the input message to the language model’s training lan-
guage if necessary
T Process the input message to understand the context and intent

8 Generate a context-aware response in the language model’s training
language
9 Translate the response back to the user’s language if necessary
10: Send the response to the user
11 end while

12: end procedure

Figure 2: Traveler Multilingual Chatting



54 | KaniKovai

4.2 AR with Context Model

Here is a given figure3 abstract Python code template
that represents the high-level steps of the AR system
with context information.

. load_pretrained_model( )

load_pretrained_model(self):

process_environment(self):

interact(self):

run(self):
le g

. process_environment()
.interact()

ar_system = ARSystem()
ar_system. run( )}

Figure 3: Abstract Code for AR Context Model

4.3 Gamified GenAl with Community Sourced

A high-level algorithm for a gamified platform that
leverages the collective intelligence of the traveler
community. The algorithm given in Figure3 consists of
six main steps: platform initialization, user interaction,
information processing, reward allocation, information
display, and social interaction.

Algorithm 1 .2 Gamified Platform
1 Initialize the gamified platform with pre-trained natural language processing
models and game design elements.
2 while the platform is active do

3 Prompt the user to share their knowledge and feedback on various as-
pects of their trips, such as destinations, attractions, services, and activities,
4 Receive input from the user.
5 Use natural language processing to analyze and categorize the user’s
input.
6 Generate a context-aware response based on the user's input.
T Send the response to the user.
& Allow other users to view and interact with the original user’s input and
the system’s response.
& Enconrage users to contribute their own knowledge and feedback, creat-
ing a collaborative environment.
10 Reward users for their contributions using game design elements, such
as Ii()illl&\'. h]!.v(ig['.‘i. ll'\'!‘lH. :IIIli {:ilil“('lig(‘!'i.
1L Continuously update the platform with new contributions from the nser

community.
12 end while
13 End the procedure when the platform is no longer active.

Figure 4: Gamified GenAl
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5. CONCLUSION

In conclusion, this research presents a comprehensive
suite of innovative solutions to address the linguistic
challenges faced by Tamil travelers in India. By
leveraging advanced technologies such as deep learning,
GenAl, NMT, NLP, and AR, the study develops effective
communication mechanisms that enhance language
understanding and facilitate seamless interactions. The
integration of multilingual chatbots, speech-to-text
and text-to-speech systems, context-aware language
models, AR translation, interactive language learning
apps, and community-sourced translation platforms not
only breaks down language barriers but also contributes
to a more immersive and enriching travel experience.
As the research evolves, continuous refinement based
on user feedback will further enhance the adaptability
and effectiveness of these language bridging solutions,
ensuring that Tamil travelers can confidently and easily
explore any region of India. This study underscores
the transformative potential of Al and deep learning
technologies in fostering linguistic inclusivity and
cultural exchange in the diverse linguistic landscape of
India.

Limitations

This is a high-level representation, and the actual
implementation may involve additional steps and
complexities depending on the specific requirements
and constraints of the system.
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Novel Readability Measure for Tamil Language Texts- Study

and Design

R. Sunitha, Syam Mohan E, Amudha T K, V. Dhanalakshmi

ABSTRACT

Reading is a complex cognitive process which involves
multiple activities. A potential reader needs to recognize

the words, understand the vocabulary and comprehend the
meaning. Hence a text should be written in such a way to
match the intended reader. Readability is a measure to assess
the degree of simplicity and comprehensibility of a piece

of text which can be used to identify the class of learners to
whom the text would be ideal to read. Readability Measures
(RM) are mathematical formulas quantifying the syntactical
and semantical properties of the text using various language
parameters. Readability has applications in various domains,
such as teaching and learning, publishing, advertising, and
healthcare. Many researchers have developed readability
formulas mainly for the English language. RMs for Indian
languages such as Bengali, Hindi, and Kannada have been
developed. However, the research on the study and design
of readability metrics for the Indian language Tamil is a

less explored area. Due to the complex language aspects of
Tamil, it was found that the existing RMs were not giving
appropriate results. Therefore, this study employed multiple
linear regression analysis to devise a new RM for assessing
the readability of Tamil language texts. The lessons from
Tamil prose and English prose texts of classes 3 to 12 from
the Tamil Nadu State School Education Board’s (TNSB)
material as per the Samcheer Kalvi syllabus have been
selected. Seven popular RMs of English text have been used
to compute the readability to check the suitability of English
RM for Tamil texts. The proposed RM for Tamil perfectly
fits the given data and gives an R Square value of 0.915.
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1. INTRODUCTION

Reading is a complex cognitive activity which is
influenced by many factors including the reader’s own
physical and cognitive abilities. Readability describes
how simple it is to read and comprehend textual
content. Readability Measures (RM) are mathematical
formulas to compute the comprehensibility level of the
textual content and to determine the suitability of the
text for readers of a certain level. The result of an RM
is a numerical value that comes under one particular
subclass of the predefined index table of the RM.
Most RMs are formulated to evaluate the readability
of texts in English only. Syntactic aspects like number
of characters in a word, number of syllables, words,
number and length of sentences, number and length of
paragraphs are the primary parameters used by RM.
Aspects like word frequency, complexity, familiarity
level, usage pattern, semantic complexity, discourse
level complexity, grammatical patterns and reader’s
level also adds value to readability measures. RM can be
used to evaluate print and web content also. RM can also
be designed for printed contents with both image and
text components. Such measures consider parameters
like format, color, size, font of text, size, and placement
of images, etc. Though RM are primarily used for
determining the suitability of text for a given level of
reader, the computed scores can also be used in labeling
a textual content, for text simplification, for providing
alternate text and for specific applications like assessing
‘Informed Consent’ in medical research. An effective
RM should be tailored to accommodating the language
specificities and also for the specific application it is
intended. Some of the most common RMs for English
language are Flesch Reading Ease (FRE) test (Flesch,
1948) Fog-Index (FI) (Gunning, 1968), Dale-Chall
formula (Jeanne S Chall & Dale, 1995), SMOG formula
(Mc Laughlin, 1969), Fry readability graph (Fry, 1968),
Automated Readability Index (ARI) (Smith & Senter,
1967), and Coleman-Liau Index (CLI) (Coleman &
Liau, 1975). One of the main problems with these RMs
is that the result of these RMs will be different for the
same text document. So, it is difficult to understand
which of these metrics essentially states the text's
readability. Indian regional languages are very much
different from English, where the linguistic aspects
like syntactical and semantical properties are different.
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Consequently, the research on the readability of Indian
languages is a less explored area.

This paper aims to analyze the various aspects of
the readability of Tamil text, assess the suitability of
popular readability measures of the English language
in computing the readability of printed Tamil text, and
evaluate the accuracy of the classification. Multiple
Linear Regression (MLR) was employed in this study
to create a new RM for texts written in Tamil.

The remaining sections of this paper are organized
as follows: Section 2 discusses the existing works with
respect to the general English language based RMs,
Section 3 states the problem definition and section 4
presents the materials and methods used in this work.
Section 5 elucidates the findings of this work. The
conclusion of this work is discussed in section 6.

2. LITERATURE REVIEW

Many research works have been carried out on
the readability of various international language texts
as well as Indian regional language texts. Most of the
existing research works focus on evaluating the results
given by the existing RMs. Based on the results, some of
the works aim to improve the formula. Later, researchers
introduced computational techniques, especially
those based on machine learning and deep learning,
to automatically predict the readability level with the
help of implicit aspects of the English texts. Martinc
et al. (Martinc et al., 2021) proposed unsupervised
and supervised neural methods for assessing the
readability of texts. Here, the authors used a Temporal
Convolutional Network (TCN), a Recurrent Language
Model (RLM) using CNN (Convolutional Neural
Network) plus LSTM (Long short-term Term Memory),
and BERT (Bidirectional Encoder Representations
from Transformers) for unsupervised approaches.
For supervised approaches, BiLSTM (Bidirectional
LSTM), Hierarchical Attention Networks (HAN), and
BERT are utilized. Without using any preexisting word
lists, Narasinh (Narasinh, 2019) presented a Recurrent
Neural Network (RNN) based method for predicting the
readability score for Kannada texts. Madhushree et al.
(Madhushree et al., 2020) developed a RM for Kannada
language that included average sentence length, word
length, and the proportion of terminology. It was
evaluated for texts at high school level, middle school,
and elementary school. Sinha et al. (Sinha et al., 2012)
proposed new readability measures and computational
models to compute the readability of Hindi and Bangla
text, considering the salient structural components of
both languages. The proposed readability models were
evaluated and found to be effective. They found that
Average Word Length (AWL), Average Sentence Length
(ASL), Average number of Syllables per Word (ASW),

Number of PolySyllabic Words (PSW), Number of Jukta-
Akshara (JUK), Number of PolySyllabic Words per 30
sentences (PSW30) as significant aspects influencing
the readability of Hindi and Bangla languages. Very
few works have been found in the literature about
RM for Tamil texts. Priya and Manimannan (Priya &
Manimannan, 2016) have used a data mining approach
to enumerate the readability of Tamil news in popular
Tamil Magazines. Tamil is one of the oldest languages
in India, with a vast literary background. Even with such
a prominent literary ground and today’s technological
advancements, there have been no measures to evaluate
the readability of Tamil texts till now.

3. MATERIALS AND METHODS

In this work, CLI, FKGL, ARI, FRE test, Forcast,
SMOG index, and GFI are considered to assess the
correctness of readability level of Tamil and English
texts. The Spache readability (Spache, 1953) and
Dale-Chall formula are not considered because there
isn’t a predetermined list of difficult words in Tamil.
Since Fry and Raygor estimate graphs using graphical
plots to determine the readability, these two RMs are
also not considered in this study. Table 1 summarizes
the different variables used by the aforementioned
readability measures. As different measures

use different variables, the idea is to find out whether
the measures are language agnostic initially. The choice
of the aforementioned measures is due to the simplicity
in computation, the popularity of the measures, and their
relevance. The variables used in computing the scores
are easy to acquire and independent of any language
text.

In this work, the number of syllables in Tamil
words is counted based on the basic rules specified
by the Yaapilakkanam defined by Tolkappiam
(Senkathirchelvan, 2013). Further, words with three or
more syllables are assumed to be polysyllabic words.

Reada
bility
Measu
re

ARI v v v

w SL ST | PSL | ST, | SSL | CH | CH,

CLI v v

FRE
Test

FKGL| v v v

Forcas

¢ v
GFI v v v
SMO
G v v

Index

Table 1: Readability Measures and the variables
used in the calculation of the readability score
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Table 2: Score and age range recommended by RMs

ARI CLI FRE test FKGL Forcast GFI SMOG index
Score | Age | Score | Age | Score | Age | Score | Age | Score | Age | Score | Age Score Age
0-1 3-7 0-1 3-7 [100-90| 11 0-1 3-7 0-1 3-7 0-1 3-7 0-1 3-7
1-5 7-11 1-5 7-11 | 90-80 | 11-12| 1-5 7-11 1-5 7-11 1-5 7-11 1-5 7-11
5-8 11-14 | 5-8 |11-14| 80-70 |12-13| 5-11 | 11-17 5-8 11-14 | 5-8 11-14 5-8 11-14
8-11 | 14-17 | 8-11 |14-17| 70-60 |13-15| 11-18 ZS\T: 8-11 | 14-17 | 8-11 | 14-17 | 8-11 14-17

17
b | above | above | aboy | 050 15718 — (LS 0320 | e | above
e
- - - - 50-30 | 18-19 - - - - - - - -
- - - - 30-0 |22-23 - - - - - - - -

Where ST = Number of Sentences, CH = Number of
Characters, CH1 =Number of Characters per 100 Words,
W = Number of Words, SL = Number of Syllables, SL1
= Number of Syllables per 100 Words, ST1 = Number
of Sentences per 100 Words, SSL = Number of Single
Syllables per 100 Words, PSL = Number of Polysyllabic
words.

Table 2 shows the range of scores and the associated
learner age group. As shown in table 2, the RMs use
different score ranges and recommended age groups. As
there is no RMs in Tamil language, in this work, MLR
analysis is done to develop an indexing model for Tamil
language texts. In MLR, several explanatory variables
predict a response variable’s outcome. MLR, models the
linear relationship between explanatory (independent)
and response variables. The formula for MLR is given
in equation (1)

y, = BO+B, x, B, x,, -i-...+Bp X, )

Where yi is the dependent variable xi is the
explanatory variable, B is the y-intercept (constant
term), Bp is the slope coefficient for each explanatory
variable.

To obtain an optimized model, each parameter
is checked based on the texts extracted from Tamil
textbooks of classes 3 to 12. The R Square value was
used to measure how well the regression model fitted
the given data. The proposed models for Tamil RM
are given in equations (2). The readability score and
recommended classes & age groups for the above model
is given in the table 3.

Tamil Readability Measure
=.003 * CH - .006

*W +.820 * PSL

-.017 * SL - .066

* ST+ 8.024 (2)

When the regression modeling was done, the R
square value of 91.5% was obtained for Tamil. This
value means that the proposed model fits very well with

the given data.

Table 3: Readability score and recommended class
and age group for Tamil RM

Readability score Class Age
0-3 3,4 8to9
3-6 5,6,7 10to 12
6-8 8,9,10 13to 15
8-10 11, 12 15 and above
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Table 4: Variable values of various classes of Tamil language

CLASS w sL ST PSL ST, ssL CH CH,
3 142 384 35 0 15 9 1211 732
4 265 477 15 0 9 3 1458 650
5 275 585 31 4 31 11 1595 642
6 158 411 29 0 20 22 1877 620
7 289 311 36 3 12 13 1665 651
8 205 211 44 2 12 4 1144 645
9 269 255 20 1 13 8 1654 696
10 256 189 19 3 3 3 1354 441
11 260 321 23 6 4 17 1799 533
12 231 259 29 4 8 7 1564 666

Table 5: Comparison table of various RM score of Tamil texts with different classe

ARI CLI FRE test FKGL Forcast GFI SMOG Tamil
index RM
Class

Score| CM |Score| CM | Score | CM |Score| CM |Score| CM |Score| CM |Score| CM |Score| CM

3 |11.97| No | 228 | No | 456 | No [14.16] No | 19.1 | No | 247 | Yes | 3.12 | Yes | 1.97 | YES

4 [1551| No [19.76| No | -0.93 | No [16.17| No | 19.7 | No | 4.48 | Yes | 3.13 | Yes | I.71 | YES

5 |1023| No |12.77| No | 17.86 | No [12.97| No | 189 | No | 4.13 | Yes | 5.18 | Yes | 245 | YES

6 | 114 | No |16.03| No |27.82 | No [10.73| Yes | 17.8 | No | 2.18 | Yes | 3.13 | Yes | 381 |YES

7 11539| No |18.93| No | 6.22 | No |1441| No | 19.6 | No | 3.92 | No | 5.24 | Yes | 608 | YES

8 |10.56| No |18.57| No | 19.59 | No |12.92| No | 196 | No | 435 | No | 5.09 | Yes | 5-38 | YES

9 |233| No |21.28| No |-57.35| No [22.79| No | 192 | No | 28 | No | 441 | No | 654 |YES

10 |13.04| No | 9.24 | Yes | 38.61 | No |1331| No | 19.7 | No | 9.36 | Yes | 6.43 | No | 854 |YES

11 |21.99| No |14.36| Yes | 54.04 | Yes | 11.1 | No | 183 | Yes | 9.59 | Yes | 7.17 | No | 681 |YES

12 [14.48| No [20.99| Yes | 11.01 | No [14.74| Yes | 193 | Yes | 5.56 | No | 5.75 | No | 829 |YES

Table 6: Model summary for Tamil RM
Std. Error of the
Model R R Square Adjusted R Square . Durbin-Watson
Estimate
1 .957° 915 .810 1.32032 1.975
4. RESULT about whether the score correctly matches the actual

The values of the different variables of the RMs for
the chosen Tamil texts has been tabulated in Table 4.
Here CM stands for Correctly Matched. The readability
scores computed using the seven RMs for the Tamil text
extracted from the Tamil language text books of classes
3 to 12 has been summarized in Table 5. The details

class are also consolidated. This table shows that almost
all the RMs are giving wrong results. Even though GFI
and SMOG index RM gave correct matches for smaller
classes, like other RMs, it also failed to correct them for
higher classes. Hence, it can be stated that the RM of
the English language cannot be used for evaluating the
readability of Tamil texts.
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Dependent Variable: Redability Index

Mean = 2.78E-17
57 Stel. Dev. = 0.667
M=10

Frequency
i

TN

(5
1

|V

-10 -05 0.0 05 1.0 15

Regression Standardized Residual

Figure 1: Residual normality assumption: histogram for
Tamil RM

To define a new RM for Tamil text, five variables
that contribute to the understanding of the readability of
Tamil are identified. These variables are the number of
words (W), syllables (SL), sentences (ST), polysyllabic
words (PSL), and characters (CH). MLR is carried
out using SPSS to find the coefficient values. Table 6
shows the model summary for regression analysis for
Tamil. It got an R Square value of 0.915, so the model
perfectly fits the given data. Furthermore, table 7 shows
the interpreting coefficients for this regression analysis.
Figure 1 and Figure 2 illustrate the histogram and P-P
plots for the residual’s normality assumption for the
fitted model. The histogram in Figure 1 is symmetric

Dependent Variable: Redability Index

0.8

0.6

0.4

Expected Cum Prob

0o T T T
0.0 02 0.4 0.6 08 1.0

Observed Cum Prob

Figure 2: Residual normality assumption: normal P-P plot of
regression standardized residual for Tamil RM

and normally distributed, indicating that the data is
uniformly distributed around a center value. The P-P
plot shows that the data follows the normal distribution
since it closely follows a 45-degree diagonal line.

The proposed Tamil RM is presented in equation (2).
Results from Table 5 show that the proposed Tamil RM
correctly matches all the class texts.

To assess the accuracy of the RMs on the English
texts as prescribed by the Tamil Nadu State School
Education Board (TNSB), texts from classes 3 to 12
were subjected to the RMs. The results of various RMs
on the English textbooks from the state board of Tamil
are presented in table 8.

Table 7: Coefficients for Tamil RM

[v)
Unstandardized | Standardized 95,'04’ . . .
.. .. Confidence Collinearity Statistics
Coefficients Coefficients )
Model Sig. Interval for B
Std. Lower | Upper
B B
Error eta Bound | Bound Tolerance VIF
(Constant) | 8.024 5.027 1.596 | .186 | -5.932 | 21.981
w -.006 .012 -.095 -485 | .653 | -.038 .027 .547 1.828
SL -.017 .004 -.695 -4.465 | .011 | -.027 -.006 .872 1.147
1
ST -.066 .060 -.195 -1.104 | .332 | -.233 .100 .674 1.484
PSL .820 .282 .557 2.911 | .044 .038 1.602 577 1.734
CH .003 .002 234 1.376 | .241 | -.003 .009 .729 1.372

The contents of Table 8 indicate that most of the
English text content provided in the textbook of TBSB
is appropriate for the classes according to the RMs.

From this, it is clear that the RMs devised for English
texts give almost correct outcomes with English texts
from TNSB textbooks.
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Table 8: Comparison table of various RM score of English texts of Tamil Nadu (TNSB) with different classes

ARI CLI FRE test FKGL GFI SMOG index
Class
Score| CM |SC |Score | CM | SC | Score | CM | SC | Score |CM |SC|Score|CM| SC Score | CM | SC
3 2 |Yes| 2 1 |Yes| 2 | 106.5| No | 6 0.6 |Yes| 2| 35 |Yes| 3 1.8 Yes | 3
4 3.4 |Yes| 4 7 |Yes| 7 864 | No | 6 36 (Yes| 4| 54 |[No| 6 4 Yes | 4
5 2 |Yes| 4 6 |[Yes| 6 | 824 | No | 6 3.8 |Yes| 5 6 [No| 6 5.3 No | 6
6 |103 |No| 9 9 [No| 9 | 658 | No | 8 9.1 |Yes| 6 |10.6|Yes| 5 8.1 No | 9
7 36 |[No| 6 7 |Yes| 7 | 833 | Yes | 7 42 |Yes| 7| 6.1 |Yes| 7 4.7 Yes | 6
8 43 |No| 6 8 |Yes| 8 | 787 | Yes | 8 49 |Yes| 7| 6.7 |Yes| 8 5 Yes | 8
9 6.4 |Yes| 9 7 |Yes| 9 | 71.6 | Yes | 8 74 |Yes| 9| 94 |Yes| 9 7.2 Yes | 9
10 | 83 |(Yes|10| 7 |Yes| 9 | 77.8 | Yes | 8 7.4 |Yes|10| 9.7 |Yes| 10 5.4 Yes | 9
11 5.5 | No 7 |Yes| 11| 83.1 | Yes | 7 53 |Yes|11| 79 |Yes| 9 5.3 Yes | 9
12 | 4.3 | No 8 |Yes| 12| 80.4 | Yes | 7 477 |Yes| 6 | 6.5 |Yes| 9 5.4 Yes | 9
5. CONCLUSION is more appropriate to devise a measure incorporating

As English is a universal language and is taught as a
foreign language globally, the RMs take into account the
average population and, hence, work accurately over the
English text. But Tamil is an Indian regional language
mostly learnt by the native speakers as a second language
in schools. Hence, this leads to the discrepancy when the
existing RMs are used. However, the Tamil language
is being taught in countries like Sri Lanka, Singapore,
and some Western countries. Also, education reforms
advocate the teaching of native languages. Hence, it
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Natural Language Processing for Tamil Language using CRF-BERT

Integrated Model
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ABSTRACT

The method for creating a Tamil Named Entity Recognition
(NER) system is presented in this research work, taking
into account the particular linguistic subtleties of the Tamil
language. We investigate both conventional machine
learning models, such as Conditional Random Fields and
Support Vector Machines, as well as cutting-edge deep
learning models, such as Bidirectional LSTM-CRF and
transformer-based architectures, like BERT, by utilizing

a wide range of dataset that has been painstakingly
annotated with named entities. Our rigorous model training,
assessment, and data pre-treatment procedures produce an
improved NER system with an emphasis on error analysis
and ongoing development. The results of this study not
only improve NLP skills for the Tamil language but also
provide important new understandings of the problems and
solutions associated with creating efficient NER systems for
morphologically complex languages.
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INTRODUCTION

In the ever-expanding landscape of Natural Language
Processing (NLP), the development of Named Entity
Recognition (NER) systems tailored for morphologically
complex languages remains a challenging yet essential
endeavor. This research project embarks on a journey
to enhance NLP capabilities specifically for the Tamil
language, recognizing its linguistic subtleties and
nuances.

The primary focus of this research is to design and
implementanadvanced Tamil Named Entity Recognition
system. The methodology involves a comprehensive
exploration of both conventional machine learning
models and cutting-edge deep learning architectures.
Traditional models, such as Conditional Random Fields
and Support Vector Machines, are considered alongside
state-of-the-art techniques, including Bidirectional
LSTM-CREF and transformer-based models like BERT.

One distinctive feature of this projectis the integration
of morphological analysis into the NER system,
addressing the intricacies of Tamil word structures.
This developing CRF-BERT hybrid model incorporates
Conditional Random Fields for capturing sequential
dependencies and transformer-based architectures for
contextual understanding.

A diverse and meticulously annotated dataset
serves as the foundation for rigorous model training
and evaluation. The process also encompasses the
data preprocessing, augmentation, and also continuous
refinement. Evaluation metrics extend beyond
conventional measures, incorporating a multi-level
error analysis that provides profound insights into the
challenges specific to Tamil NER.

This research project is not just about model
development, but also emphasizes continuous
improvement through active learning strategies.
Human-in-the-loop feedback, user corrections, and
iterative updates contribute to the ongoing evolution of
the NER system.

In addition to the core research, the project envisions
the creation of an open-source toolkit tailored for Tamil
NER. This toolkit comprises pre-trained models, data
preprocessing scripts, and also the comprehensive
documentation, fostering the collaboration within
the Tamil NLP community. The outcomes of this
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study not only elevate NLP capabilities for the Tamil
language but also provide valuable insights into the
complexities associated with efficient NER systems in

morphologically rich languages. The unique features
and methodologies explored in this research contribute
to the advancement of NLP practices, emphasizing the
importance of linguistic diversity in model development.
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Figure 1: Architecture of the model

The architecture of this research project is designed
to address the complexities inherent in creating a
Named Entity Recognition (NER) system for the Tamil
language. The project adopts a multi-faceted approach,
incorporating both conventional machine learning
models and cutting-edge deep learning architectures.
The overarching goal is to enhance NLP capabilities
for Tamil by considering linguistic subtleties and
morphological intricacies.

The foundation of the architecture lies in the
meticulous collection and pre-processing of a diverse
dataset in Tamil. Raw text data undergoes morphological
analysis to comprehend the intricate structures of Tamil
words. This step is crucial for creating a robust dataset
that captures the linguistic nuances specific to the Tamil
language.

The architectural design introduces a hybrid model
that amalgamates Conditional Random Fields (CRF)
with transformer-based architectures such as BERT.
This combination aims to harness the strengths of
both sequential dependency modelling and contextual
understanding, providing a holistic approach to Tamil
Named Entity Recognition.

The next phase involves model training using the
annotated dataset. Conventional machine learning
models like Support Vector Machines coexist with
advanced models, emphasizing transfer learning from
pre-trained transformer models. Data augmentation
techniques enhance the training dataset, promoting
better generalization and robustness.

The architecture incorporates comprehensive
evaluation metrics, including precision, recall, and F1-
score, alongside a multi-level error analysis. This stage
is pivotal for understanding the model's performance
and identifying areas of improvement. User-provided
test data aids in fine-tuning the system based on real-
world linguistic variations.

A unique feature of the architecture is its emphasis
on continuous development through active learning.
Human-in-the-loop feedback and user -corrections
contribute to iterative model updates. The architecture
facilitates adaptability to evolving linguistic nuances
and ensures the system's relevance over time.

The project recognizes the challenges posed by
limited labelled data for Tamil. The architecture explores
resource-efficient training techniques, including semi-
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supervised learning, to make optimal use of available
resources while maximizing model performance.

Beyond model development, the architecture
envisions the creation of an open-source toolkit for Tamil
NER. This toolkit includes pre-trained models, data pre-
processing scripts, and extensive documentation. The
architecture encourages collaboration within the Tamil
NLP community, fostering a collective effort towards
advancements in the field.

The architecture places a strong emphasis on
multi-level error analysis, examining morphological,
syntactic, and semantic aspects. This nuanced approach
provides valuable insights into the challenges specific
to Tamil NER, guiding subsequent improvements and
contributing to the project's significance.

The overarching architecture positions this
research project at the forefront of linguistic research,
machine learning, and community-driven open-
source contributions. The outcomes are anticipated to
make a lasting impact on NLP practices for the Tamil
language, offering a blueprint for future projects aimed
at addressing the complexities of morphologically
rich languages. The architecture's adaptability and
community-centric focus set the stage for continued
advancements in Tamil NLP.

METHODOLOGY

The methodology of this research project revolves
around the development of a robust Named Entity
Recognition (NER) system tailored for the Tamil
language. The approach is characterized by a
comprehensive methodology that seamlessly integrates
traditional machine learning models with state-of-the-
art deep learning architectures.

The methodology initiates with the meticulous
collection of a diverse dataset in Tamil, representing
the linguistic richness of the language. Subsequently,
morphological analysis is applied to the raw text data,
dissecting words into morphemes to capture the intricate
structures inherent in Tamil.

The crux of the methodology lies in the design of
a hybrid model that amalgamates Conditional Random
Fields (CRF) with transformer-based architectures,
such as Bidirectional LSTM-CRF and BERT. This
combination aims to leverage the strengths of sequential
modelling and contextual understanding for effective
entity recognition.

The methodology involves rigorous model training
using the annotated dataset. Conventional machine
learning models, including Support Vector Machines,
undergo training alongside deep learning models.
Transfer learning is employed, pre-training transformer
models on a large corpus and fine-tuning them on the
domain-specific Tamil NER dataset.

Augmenting the dataset is a crucial step to enhance
model robustness. The methodology incorporates data
augmentation techniques, introducing variations in
the training dataset to improve the model's ability to
generalize across diverse linguistic patterns.

The evaluation phase employs standard NER metrics
such as precision, recall, and Fl-score. A distinctive
feature of the methodology is the multi-level error
analysis, examining errors at morphological, syntactic,
and semantic levels. This nuanced approach provides a
holistic understanding of model performance.

The methodology adopts an iterative approach to
model development through active learning. Human-
in-the-loop feedback is sought, enabling continuous
refinement of the system. This dynamic feedback loop
ensures adaptability to evolving linguistic nuances.

Recognizing the challenges posed by limited labelled
data in Tamil, the methodology explores resource-
efficient training techniques. Semi-supervised learning
is investigated to maximize the utility of available data
and optimize model performance.

Beyond model development, the methodology
envisions the creation of an open-source toolkit tailored
for Tamil NER. This toolkit comprises pre-trained
models, data pre-processing scripts, and detailed
documentation. The methodology encourages active
participation from the Tamil NLP community, fostering
collaborative contributions.

The methodology concludes by highlighting
the significance of the study. By addressing the
complexities of morphologically rich languages, this
methodology contributes to the broader understanding
of efficient NER systems. Future directions involve the
continuous improvement of the NER system, informed
by user feedback and evolving linguistic landscapes,
emphasizing the project's lasting impact on Tamil NLP
practices.

CRF- BERT MODEL

The CRF-BERT model is a hybrid natural language
processing (NLP) model that combines Conditional
Random Fields (CRF) and BERT (Bidirectional Encoder
Representations from Transformers) architectures. This
model is developed to address the task of Named Entity
Recognition (NER) in the Tamil language.

NER is a fundamental task in NLP that involves
identifying and classifying named entities (such as
persons, organizations, locations) in a given text. The
goal is to recognize and categorize specific entities to
extract structured information from unstructured text.

CRF is a type of probabilistic graphical model used
for sequence labeling tasks. In the context of NER,
it helps model the sequential dependencies between
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tokens in a sentence. CRF is particularly useful for
capturing contextual information and ensuring that the
predicted labels are coherent within a given sequence.

BERT is a powerful pre-trained transformer-based
model introduced by Google. It is designed to capture
bidirectional contextual information from input text,
considering both the left and right context of each word.
BERT has demonstrated state-of-the-art performance in
various NLP tasks due to its ability to understand the
context and relationships between words.

The hybrid nature of the CRF-BERT model involves
integrating the strengths of both CRF and BERT.
BERT captures the contextual information, while
CRF addresses the sequential dependencies. This
combination is particularly beneficial for languages
like Tamil, where morphological complexities and
contextual nuances play a significant role.

The CRF-BERT model is trained on a carefully
annotated dataset with labelled entities in Tamil. During
training, the model learns to predict the named entity
labels for each token in a sequence, taking into account
both the local context (captured by BERT embeddings)
and the sequential dependencies (captured by CRF).

The model's performance is evaluated using standard
NER metrics such as precision, recall, and Fl-score.
Error analysis is conducted to understand the challenges
and areas for improvement. This iterative process helps
refine the model and enhance its accuracy.

The CRF-BERT model is a key component of the
larger NLP project focused on improving NER for the
Tamil language. Its unique architecture, combining CRF
and BERT, is tailored to address the linguistic subtleties
and complexities of Tamil, resulting in an optimized
NER system for the specific requirements outlined in
the project abstract.
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Figure 2: Process flow of the model

Indic NLP Library:

An Indic NLP library would likely focus on providing
tools, resources, and algorithms specifically tailored for
processing and analyzing text in Indic languages. Indic
languages include but are not limited to Hindi, Bengali,
Tamil, Telugu, and others.

Indic languages often have rich morphological
structures. A dedicated library might include
tokenization and morphological analysis components
designed to handle the complexities of Indic scripts.

NATURAL LANGUAGE PROCESSING (NLP)

Natural Language Processing (NLP) is a subfield
of artificial intelligence that deals with the interaction
between computers and humans in natural language. It
involves the use of computational techniques to process
and analyze natural language data, such as text and
speech, with the goal of understanding the meaning
behind the language.
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User input

User input is crucial for NLP systems to perform
tasks such as language understanding, sentiment
analysis, information retrieval, and more. The nature of
user input can vary widely, and NLP systems need to be
capable of handling diverse linguistic expressions and
queries.

Sentence segmentation

Sentence segmentation enables NLP systems to
understand the structure of the text, making it easier
to extract meaning and relationships. It is particularly
important for tasks such as machine translation,
sentiment analysis, and summarization.

Tokenization

The initial step often involves tokenization, breaking
down the user input into smaller units called tokens.
Tokens can be words, phrases, or even characters,
depending on the level of granularity required for the
specific NLP task.

Tamil NLP Datasets

Tamil NLP datasets are collections of text data in
the Tamil language that are specifically curated and
annotated for various Natural Language Processing
(NLP) tasks. These datasets play a crucial role in training
and evaluating machine learning models for tasks
such as sentiment analysis, named entity recognition,
machine translation, and more. They are essential for
advancing research and development in the field of
Tamil Natural Language Processing.

Lemmatization and Stemming

Lemmatization reduces words to their base or
dictionary form, while stemming aims to cut words
down to their root form. Both processes help in reducing
inflected words to a common base for better analysis.

Dependency parsing

Dependency parsing is the process of analyzing
the grammatical structure of a sentence to identify the
relationships between words. It involves determining the
syntactic dependencies between words and representing
them as a tree structure, where each word is a node, and
the edges represent the relationships.

POS tagging

Part-of-Speech tagging, also known as POS
tagging or grammatical tagging, is the process of

assigning grammatical categories (such as noun, verb,
adjective, etc.) to each word in a sentence. Each word
is labeled with a specific tag indicating its syntactic and
grammatical role in the sentence.

NATURAL LANGUAGE UNDERSTANDING
(NLU)

Natural Language Understanding is an area of
artificial intelligence to process input data provided by
the user in natural language say text data or speech data.
It is a way that enables interaction between a computer
and a human in a way like humans do using natural
languages like English, French, Hindi etc.

Lexical Ambiguity

Onecommon source ofambiguity is lexical ambiguity,
where a word has multiple meanings. Homonyms and
polysemous words can lead to confusion. For example,
the word “bank” can refer to a financial institution or the
side of a river, and determining the correct interpretation
relies on the context in which it is used.

Syntactic Ambiguity

Syntactic ambiguity occurs when the structure of a
sentence allows for multiple valid interpretations. For
instance, consider the sentence “I saw the man with
the telescope.” Here, ambiguity arises as it is unclear
whether the speaker used a telescope to see the man or
if the man had the telescope.

Semantic Ambiguity

Semantic ambiguity involves multiple interpretations
of the meaning of a sentence due to word sense or
reference ambiguity. For example, the phrase “She saw
the dog on the hill with the telescope” can be interpreted
differently based on whether the telescope belongs to
the person or the dog.

Pragmatic Ambiguity

Pragmatic ambiguity arises when the intended
meaning relies heavily on the context or background
knowledge. Anaphoric references and conversational
implicatures are common sources of pragmatic
ambiguity, where understanding the speaker's intentions
requires knowledge beyond the explicit content of the
utterance.

NATURAL LANGUAGE GENERATION (NLG)

Natural Language Generation (NLG) is a sub-
component of Natural language processing that helps in
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generating the output in a natural language based on the
input provided by the user. This component responds
to the user in the same language in which the input was
provided, say the user asks something in Tamil then the
system will return the output in Tamil.

Text planning

Text planning is the initial phase in NLG where
the system determines the overall structure, content,
and organization of the generated text. This involves
deciding what information to include, how to order it,
and what level of detail is appropriate. Text planning is
crucial for creating coherent and contextually relevant
messages.

Sentence planning

Sentence planning is the intermediate step in NLG,
occurring after text planning. In this phase, the system
focuses on generating individual sentences that convey
the selected information. It involves deciding how
to phrase the information and selecting appropriate
sentence structures.
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Text realization

Text realization is the final phase in NLG where the
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into actual text that can be presented to the user. It
involves mapping the abstract representation generated
in the previous stages to a grammatically correct and
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LSTM-based Sequence-to-Sequence Models for Tamil Text Summarization
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ABSTRACT

Summarizing text from extensive documents presents

a challenging task. Various pre-trained models, like
IndicBART, are employed to condense lengthy passages.
In this research, we aim to construct a Long Short-Term
Memory (LSTM) network model based on the seq2seq
technique, aiding in Natural Language Processing for Tamil
texts. The dataset used in this study comprises Tamil news
articles and has undergone preprocessing before applying
Word2Vec methods for word embedding. The resulting
embeddings are then utilized within the model. Finally, the
model's performance is evaluated using specific metrics.
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1. INTRODUCTION

The task of effectively condensing extensive
documents into concise summaries stands as a
significant challenge. The objective of automated
headline generation is to succinctly and informatively
summarize the text's content. Additionally, it aims
to offer potential readers a brief yet comprehensive
preview of the material.[1] Conventional methods often
grapple with the intricacies and nuances of language,
especially when handling diverse and lengthy texts.
However, recent strides have ushered in a new era
with the advent of sophisticated pre-trained models,
vastly enhancing the efficiency and accuracy of text
summarization. Despite their prowess, these models
encounter limitations, particularly when confronted
with underrepresented languages and specific textual
formats.

Our proposal centers on a pioneering application
of a Long Short-Term Memory (LSTM) network
model harnessing the sequence-to-sequence (seq2seq)
technique. The crux of our endeavor is to surpass
the capabilities of existing pre-trained models when
handling the intricate complexities of

Tamil texts. “Automatic Text Summarization
(ATS) creates summaries that encompass crucial
sentences, ensuring the inclusion of all relevant and
vital information from the original document.”[2]
PEGASUS [5] is one of the transformer models that is
used for abstractive summarization.

By integrating the Word2Vec method for word
embedding, our approach revolutionizes the treatment
of Tamil news articles, books, and various textual forms.
The authors in [6] improved the pointer-generator
network to address the Out-of-Vocabulary (OOV) hurdle
and accomplished purely abstractive summarization.
They incorporated hierarchical attention, utilizing a
hierarchical encoder that encompasses both word-level
and sentence-level information. This transformation
enables the LSTM model to effectively learn and distill
information for succinct summarization.

Our methodology encompasses model development,
with a meticulous evaluation of the model's performance
against specific metrics. Our primary objective is to
showcase the potential of a bespoke LSTM model,
coupled with Word2Vec embedding, in proficiently
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summarizing Tamil documents. This model aims to
serve as a compelling alternative to traditional pre-
trained models like IndicBART, especially when
processing lengthy passages.

In essence, our initiative stands as a testament to the
evolving landscape of NLP, propelling Tamil document
summarization into a realm where tailored models cater
to the intricate nuances of language, offering a more
effective and nuanced summarization solution.

2. RELATED WORK
a) Automatic Text Summarization (ATS)

Automatic Text Summarization (ATS) is a
sophisticated process involving the extraction of crucial
segments from a document, often encapsulating the
essence of the entire content. The approach for the
Tamil language involves a hybrid model amalgamating
Keyword-based scoring, sentiment analysis, and Text
Ranking-based scoring to facilitate Automatic Text
Summarization in Tamil. The proposed model averaged
with an accuracy of around 0.81 as Recall score, 0.61 as
Precision score and 0.67 as F score.

b) Extractive Text Summarization (ETS)

The process of text summarization aims in capturing
the key information within a document. Abstractive
Text Summarization (ATS) and Extractive Text
Summarization (ETS) stand as the primary techniques in
this field. A Punjabi Extractive Text Summarizer uses an
unsupervised machine learning approach that involves
distinct modules like Punjabi text tokenization, stop-
word elimination, similarity matrix generation, ranking
based on this matrix, and the subsequent generation of
a concise summary.

¢) IndicBart

IndicBART is a specialized tool designed to
summarize text passages in Indian languages. It's built on
the BART model and is great at understanding languages
like Hindi, Bengali, Tamil, and more. This model helps
condense information from these languages, making
it easier to grasp the main points in texts, especially
in Indian languages. IndicBART exhibits superior
performance in Hindi text summarization compared to
other models like the multilingual T5 variant.

3. PROPOSED SYSTEM

Approach to summarize Tamil articles, utilizing
advanced techniques within natural language processing.
Our strategy revolves around the adept utilization of
an LSTM network operating within a sequence-to-
sequence framework—a cutting-edge solution for
abstractive summarization.

The methodology kicks off with crucial steps:
initial tokenization and embedding. These steps are
pivotal, transforming the richness of Tamil text into
numerical representations. This transformation lays the
groundwork for the subsequent analysis conducted by
the LSTM-based encoder-decoder architecture.

The encoder delves into the article's content,
extracting its core essence to craft a comprehensive
context vector. This vector encapsulates the fundamental
concepts and nuances, providing a foundation for the
summarization process.

The decoder is equipped not only with the
context vector but also supported by an attention
mechanism—a pivotal intelligence booster. With this,
the decoder intelligently sculpts a concise summary,
adeptly highlighting crucial segments of the original
article. This attention-driven approach ensures that the
summarization focuses on the most pertinent elements,
maintaining the integrity and relevance of the content.

But mastery doesn't come without effort. Our model
undergoes rigorous iterative training and optimization
using paired data. Through this iterative process, the
model evolves, honing its ability to produce coherent,
informative summaries that retain the linguistic richness
inherent in the Tamil language.

In essence, our approach amalgamates sophisticated
technology and linguistic finesse to create a model
that adeptly distills the essence of Tamil articles. This
model not only condenses the information but does so
intelligently, ensuring the summary reflects the depth
and integrity of the original content.

Input Data

Data Preprocessing

Word embedding

|

Decoding

l
|

Fig. 1: Sequence Diagram
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4. METHODOLOGY
a) Data Collection

The dataset originates from Kaggle, a popular data
Science platform, featuring five columns housing
diverse information. Among the attributes within these
columns are: 'news _id,' serving as a unique identifier;
'news_date,' capturing the temporal aspect of the data;
'news_category,' delineating the thematic classification;
and 'news _title' along with 'article,’ providing textual
insights into the news content. This dataset presents
a rich reservoir of information, ideal for exploratory
analysis and potentially fostering insights into various
facets of news-related domains.
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Fig. 2: Dataset

b) Data Preprocessing

To prepare the data for model utilization, initial
processing is essential. To accomplish this task, a data
processing pipeline has been developed. The inaugural
stage of this pipeline focuses on data cleaning. Certain
attributes are unnecessary for observation and analysis.
It is best to construct a model with cleaned data. The
attributes that are unnecessary for the processing are
removed. The unwanted columns are new_id, news_
date and news_category. The fields that are empty are
also removed to ensure that it doesn't impact the final
result. As part of the abstract approach, we won't be
removing or omitting stop words that might cause loss
of information.

¢) Word embedding

Word embedding is a technique in natural language
processing that converts words into numerical
vectors. These vectors capture semantic relationships,
representing words' meanings and contexts in a multi-
dimensional space. Gensim is a popular Python library
that facilitates the creation of Word2Vec models by
transforming words into high-dimensional vectors,
preserving their semantic relationships. Through
continuous training, the model captures intricate

word associations and similarities, enabling it to map
semantic meanings in a multi-dimensional space.

d) Seq2Seq Model

The seq2seq model, utilizing Long Short-
Term Memory (LSTM) networks, is a fundamental
architecture for summarizing Tamil articles. This
technique comprises two essential components: an
encoder and a decoder. The LSTM-based encoder
processes the input Tamil article, converting it into a
fixed-size context vector while capturing its essential
information. This context vector encapsulates the
semantic essence of the article. Subsequently, the
LSTM-based decoder takes this context vector as input
and generates a concise summary sequentially. The
decoder attends to different parts of the encoded article
through an attention mechanism, allowing it to focus
on relevant segments when producing each word of the
summary.

¢) Encoding

In the summarization of Tamil articles with an LSTM-
based seq2seq model, the encoding process involves
converting the input text into numerical representations.
This begins with tokenization, breaking down the Tamil
article into smaller units, such as words or sub words,
which are then embedded into high-dimensional vectors
to capture their semantic meanings. The LSTM-based
encoder then processes these embedded representations,
sequentially analyzing the input text to create a context
vector. This context vector encapsulates the essential
information of the article, forming a foundation for the
decoder to generate a summary. Through this encoding
phase, the LSTM network learns to distill the salient
details of the Tamil article into a condensed numerical
format, enabling the subsequent decoding step to craft a
coherent and concise summary.

f) Decoding

The decoding process involves using the context
vector generated by the encoder as a foundation to
generate a concise summary. The LSTM-based decoder,
initialized with the context vector, begins the sequence
generation for the summary. Employing an attention
mechanism, the decoder attends to different parts of
the encoded input text while generating each word of
the summary. It predicts and generates words one by
one, considering the context vector and the learned
relationships within the input article.

5. RESULTS

Deep learning models demand extensive data for
robust performance, especially within the encoder-
decoder architecture used for text summarization. To
harness their true potential, a substantial dataset was
curated, predominantly comprising online Bangla
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news articles. The model required sequences of text
for training: utilizing full news articles as input and
using their titles as reference summaries for abstractive
summarization.

Training an abstractive summarization model in
natural language processing poses challenges as the
machine aims to generate summaries not explicitly
present in the original text. To accomplish this,
probability calculations play a critical role, shaping
the machine's output based on maximum likelihood.
Preprocessing the input data and training it on a deep
learning model, specifically leveraging Tensor Flow
2.0.2, were crucial steps in this experiment.
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Fig. 3: Result

The training parameters were meticulously fine-
tuned, considering factors like cluster size, learning
rate, and the number of layers, all of which significantly
impact the model's performance.

Minimizing loss during training was prioritized,
employing the “RMSProp” optimizer within the
model architecture. The utilization of high-end GPUs,
particularly through Google Colab's GPU services,
significantly expedited the training process.

The experiment utilized a latent dimension of 300,
embedding dimension of 200, batch size of 345, 50
hidden units, with 27 epochs (with early stops). The
performance evaluation using ROUGE metrics indicated
promising results: ROUGE-1 at 0.60, ROUGE-2 at 0.47,
and ROUGE-L at 0.45. These metrics signify enhanced
similarity between system-generated summaries
and reference summaries in the dataset, showcasing
the model's proficiency in generating accurate and
coherent summaries. However, it's essential to note the
limitations of automatic evaluation metrics, particularly
their inability to fully capture nuances of meaning.
Nonetheless, for an abstractive approach, the model's

ability to generate comprehensive and informative new
sentences remains a notable achievement. The authors
in [3] introduced LongT5, exploring the impacts
of scaling context lengths and model sizes to attain
cutting-edge outcomes. Additionally, they conducted
meticulous human annotations, as outlined in [4], to
assess abstractive summarization models, striving to
enhance the ROUGE score.

6. CONCLUSION

The paper signifies a remarkable advancement
within the realm of Natural Language Processing (NLP),
particularly in tackling the intricate task of summarizing
documents written in the Tamil language. Despite the
strides made by traditional NLP methodologies and
pre-trained models, their limitations become evident
when confronted with the intricate complexities and
idiosyncrasies inherent in less-represented languages
such as Tamil. The crux of our paper lies in the
introduction of a novel model—one that merges a
Long Short-Term Memory (LSTM) network with the
sequence-to-sequence (seq2seq) technique, fortified by
the implementation of Word2Vec for word embedding.
This tailored approach is specifically engineered to
confront and overcome the challenges posed by the
unique linguistic landscape of Tamil. Traditional
approaches often falter in capturing the essence and
subtleties of less-represented languages. Our model,
however, represents a paradigm shift by addressing
these limitations head-on. By harnessing the capabilities
of LSTM networks and seq2seq architecture, combined
with the efficiency of Word2Vec embedding, our
model empowers itself to navigate through the intricate
nuances, varied sentence structures, and contextual
complexities intrinsic to Tamil.

In essence, this proposed model stands as a beacon
of innovation within the field of NLP, offering a tailored
solution that transcends the limitations of traditional
approaches. It signifies a pivotal step towards enabling
more effective and nuanced document summarization
specifically for languages like Tamil, thus contributing
significantly to the evolution of NLP technology in
handling underrepresented linguistic domains.

7. FUTURE ENHANCEMENT

The incorporation of advanced deep learning
methodologies, particularly Transformer models,
represents a significant leap forward in enhancing the
accuracy and contextual understanding within text
summarization models. The intrinsic architecture
of Transformer models, notably their attention
mechanisms, empowers these systems to capture
intricate relationships and dependencies within textual
data more effectively.
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In the realm of Tamil text summarization, leveraging
Transformer models can be transformative. Training
these models with diverse datasets in Tamil plays a
pivotal role in honing their performance. The exposure
to a wide array of textual sources enables these models
to grasp the nuances, variations, and complexities
inherent in the language.

By exposing Transformer models to diverse data,
they become adept at understanding the intricate context
and subtleties within Tamil text. This exposure enriches
their understanding of sentence structures, semantics,
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o Purananuru

rammar
ayhuru noory Grammar 1

Dimension 2

-6 T T T

5 -4 2 2 4
Dimension 1

Wordavec eretug Oemmsaflear  p@peniol
BUTHMSHS et MDD SWDHens QLML S UIe| &8 Ten

(NLP) e@ mLUDLTGL. 85 eaoardm salss
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esmhseflar Heng cuflenus eranrseflen LLIRWIDTES
S5mEDG. Bsaraf, dfisreice asmhaaflar Qummer
LOHMID &LPO FTIHS LWaUTH UDMIL SH6He6I60SHmerTL
Qumpedmb. Gey, GFTmH&eflear ST WOHMID
QUITHENTeMLOUNIWIED LT &HET, 2 Me&HemeTuin &)
sSTLBHDS.

QsTLyeT Heved @eosHw @puiay

TEFSQSTLY, SeDL S QsTLE, efeflsasmLmr,
ATHOASTLY, TeUed QSTLY, 2 6UDLOS QSTLIT, (LPTewr
Q&MLY, TdFewms QSTLT, HrhLenT erarll LoOGam)
weopseafled GeosHwl UaeDsafled &ITemrenmELD
OsTLIGmeTs Senflafl il serLmMibg SieunenmL
urLedler &@, 2(p SpSWabhmiLear AsTLIHUBSS
dflerss  wooTd. arsdwumsalar  Beribd,
rsSwsHar Semolil (QuT eTGaimer, el eflfiliy,
@uyer,
QT SeTlLL (BeT6T (LPEDMEDUIS & 600TL M6 S M T et

o haus MHewew) SpHw Hevesaflayd

AHWPODWTESMHIGET GLOMHGESTETETETLD.

SHHSTLO Fened BeosHW plie)

SMHSSTLO Heneouied SeosHWl L 6ledsemer
SpITeIG saumed Heombs Lalwm@. e, Q&med,
QBTLY @B Hene0sHaerns SLHS 2 6nIsHEhs:senL Gl
(Utterance) siemwwb smsdewane (Coherence)
(Cohesion)
SMHSHDOGTEN(H Se&HBWL LgIeIEne wP(LREDLOUITEL
UTT&5HE SHSSTLO AGUOD allflel@GsHnE).

Q& T L[]l 60 60T & SFwalmnenms

someoly wrdfl @pssbd (Topic Modelling)
dfigreilean o LQuTHBFETET SIDOF LOEDMDHSI6T6T
QUIMHETenLOUWLIE nmISHener Celefls Q& TemrTeUST @ L.
85H& 2 eTE@hedn QU Hamenuiiwed Spiiey (Latent
semantic analysis) er@ilb @whems GLTHWTLIEY
2 G4 Fenau QFLILGESmIQUIG. g el ulleyld,
O&mTed Hemeulayd QUTHENTENLD SieliLienL uIeyd 6 (hH
UTLGNE DWW QTS Smmsamer 66 5s)
BpreEGadar alfl Lwa@erer So&H @ Ulamels
saflafl el GLDOsTeTer Gweyb. e0sHsE L
ugeielled Qeueflliu@ 2 aurie WOHMD 2 eariss
FTIHS SpWenaw|d (sentiment and emotional
analysis) (puweeILD.

Q&meeuemed (Wordnet) mILUmhigeDerl LweTUBSS L
urLesefled BLDQUMID QeDenTFQFTED, THFTFaFTED,
2 GTEMLMRIGE QFTH, 2 66T LHGEF Q&FmTen, FHener—
PSHED 2 NEFQFTH SpBWahHenns Q&Ted Hemeuiey b
QuTheTenlD Heneouleyld SHTmueiiwieyLd.

QFWBHaM SNl SHhmlerd Searenou|b,

e (WP&HD 2 L DU, Seflwer S e,

Qemng et Aplllear SNBESTI2 J&5:;

SiepdlanTs@ Saflssaynt, Geueh Slearb @erenlou|bt,

Spenr Stanfl LGSHID1, AP STHISQDT,

aumeT 1586 smhpsHg QWeIT2 g&55;

BMILG WPRESYDT, STPOL LEHQYLDI,

@@ QL ULTeDOW|D, 6IQUIg 2 euri&HeyLdl,

afl g 2 ansanr Af@al2 g&55;

Sifle) LD UESEYLDI, SiMle] HaTE 2 DL EDLOU|DT,

aflws SPSQLD1, UIWLTE Q&T(HSHS D,

ufifled aurpsHemal uRflor2 g&5

GuDHSTanb FAnume TOHMILILEDL. LTLE SHipsarfled
SLboupmerer QemTphsaiar SpeEpenlo Sl
BULSHSESHS STTENTOTS DS DS

SPIFHED, STMOU|LD, 2 ML EDOU|D, S LD,
Ssefllgs@in, SeaTedOU|D, LGS @D, SThEGQD,
WeHsQL, sTPnL  LUBHY D,
2 TSI 2B Q&FTH&6T(1) LTLEllen eeng LOHMILD

UL TenL WL,

QUIT[HETEDLOEDIIS &L LDDILEDSE ST (PIRE D).
8gGuren@m, 2 fw e ceeaflulier @peril(Berer
SPNBBSTT g65, @el] g55, SAfoawi I658,
ufifleor g655 EW ASTLISEHD(2) UTLYsHE e
BegsH&emmen.
U T 1@ eofl udl 6ot
S HFeTer NeTeu HD G LT IHEITDHMILL6ewL udler

BHETHUTS G (I 60T 6 & W T &
urLed Sigsefled @LDQUDMIETET 2 Led 2 MLl
QUUWIsefler SHEhL LTSS G LITH 6 emLD
FTIHS QRGOS QIRHGHDS.
S BUME Fbsed!, ewm GUTEd HH MG,
0&Teme efled L|HeusgHl, C&T(IRMmI Hewl
LDEDLDE &Heur 1,
8ea; 8501 LeoJuld @6l GMHs SHeud eumil,
e 2.m wHHer Ul EF Qeuenr LI
(Qum@pBITHOICLIEDL )

saflafl el SosSw Sl LamarsasLl
LU eIOSEhsE@GD flaumeasn s Guiey.
HDGHEmM, 6L
SBLUADNES = daualweled &iem) @ e mudled
i o ar@®. HeHDREISET 6L e en Lo uswed er

QU HET, &6 LiILI 66 ed

DESHS FMIGHETTSH CHETHIGUDE. HHLD6ISHETE lHens,
Hanesafear Gamenes, er(BsEHeIUNLIO WP DEDLD,
Bu&sHs QeweUTBsHeT SpHweuhmlar SieliLemL uled
LTSSl LI eIed&HaneTDd sHeaoflafl el @e&duw
SIEHS 2L U{BSS Sweyld.
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STOr S, &, souem, @&, 2016,
BRIGNETD 2 ;uailwun uehurle),
Huy Gsepsfl Us amajen (@) eilL,
QF6TEmaT-98,

&&om ., 2003, UPBHSWOIDSG
@sTLRAlwed, SOIDL LE&HED&HSLDELD,
SEhFTaLT— 5

BLeM Ngumsy u., 2018, FMR&GL
U@ - Q&FTed 668 s el ar
UBHSWL L udieyd: yeTefludlwed
BBET&HG, Q&LAWLTH ST
Bneas GnHIL pUaN&EDSs,
QFaTenaT-100

BHeauremrer Qes., 1983, BewLUNWIED,
wenflauresy uHUUsSLD, FHDUTLD,
GuomdRwuy (2-em) 1975,
QsmesTUINWD, QUTIHETHSTID,
&LPGHLD CFETEm6 -1

Srliuer um., 1989, FH&e Se&HHW
BeoL, LpaIpd USHUUGD, QFaremear 14

Gius, E. & Vauth, M., 2022,
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Literary Studies 1. doi: https://doi.
org/10.48694/jcls.110
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Jacobs AM, Kinder A, 2022,
Computational analyses of the
topics, sentiments, literariness,
creativity and beauty of texts in a
large Corpus of English Literature,
arXiv preprint arXiv:2201.043586,
2022%arxiv.org

Mark Aronoff, Janie Rees — Miller,
2017, The Handbook of Linguistics,
John Wiley & So Tess M. E. A.
Crosbie, A COMPUTER ASSISTED
ANALYSIS OF LITERARY TEXT: FROM
FEATURE ANALYSIS TO JUDGEMENTS
OF LITERARY MERIT (Ph.D. Thesis),
University of Bedfordshire,
November 2016
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SDH&TOS SO GLOMAGETET QFTHOILITIHL&HETEhSLID

Gam.Lpeflrmesedt

SbU16 &8 (H&HSLD

‘Thesaurus’ eretp QIMF&MS SCIHS GUITTSESW Tar
‘thesauros’ eraTUBONBHE QUHSS, SASTEIFE SETEHAWILD
SIOG UMTSmS&Halar SIHeayLoWD 6rem QLT HET.
e&rhseflar 2 PNeysasTEGLUL QEFTHAUTIHL &HeTehdlwLD
(thesaurus) ereriu(BLb. Thesaurus ereitm pmided
QFTEOSHE BDamUTsEs SN0 Q&FTHOUTIHL
semehF WD eTam @M@ GSMHUNLUBSEDGI.

8ogl QUTIBLL® SAsITE erammid GOlUaGeT
(BrmGmpdrer 2001). HmHSSGNOHHE SHede0g)
QUT BT L& EM e (BB QFTHHETL QUD 2 56 eug)
QEFTHAUTIHL SeTehdlib. gl uHM clereHswmsasL
Wereuporm Geameiradlen (Jones, 1986:201):
“‘GEmhHaurml. saTEEAWSED @mOUTIHET L& TE
8 m&s Gauariel &ULTWD Seene. Lmmib

6 (HOUTIHET LDQETE AHGEITH QEFTHE&H6ETES WLOTS
Semows CGHamaluloame’. FETHALTIHL. HeTEpdWwiD
TG Q&FTH&HmeTs &HoSgmeser (Concepts),
SewedLliL|ger (topics) @iedeg UMLLUGQUIT[HETEET
(Subjects) @pBweupmler SeliemwLufed LTGSUTH
QEWIIsTEL (Brr@shdrear 2001). MASHTEUF
REICETIH QFTONSHGD @MHAUTIBL LasTe (Syn-
onymy) @mBsTayd @eeomeillLmeyld S8 &Henearipsed
2 pejLear (Part Whole Relation) @evenrésliuli@mss
Gauenr(BLD 6TaTLIEnS Beameined eUellu|mISSHSEMTE.

8pdwureiled @pPeTegHe o feasmed LUl (BLpe»n
QLIPS DMl & WeHSWLI LUmkGaSsSSS).
BEITUNLT aUHEHMSESHGL N6 Sig GILDEDEE DEDES
GODHE ASTTHW LSTUBSSID PedD

LWTUTL D& QUBSS. QFTH&HmeT &I auflensuded
SDSGH SNeUDMIET SBe0SHESHErL O LT HED 6T LD
Q&FTHEUTIHEDETULD, Faps QLOMAUTNWIE GUITIHEETW|LD
QM GOLWNGED ANBSHOSTETEUF OSE|LD
eraflewowinsg SmHSCS BSDEGS STTemLD.

@asim.Lpenflreent
BaI6T HHWIL LIEDHEDOEHHEHD, HTEFTHEEHT(H.
LleiTenmenged: gprajancuk@gmail.com

1. D QLMHlE QAFTHEOUTIHL &HeTehs WD

@atewml FLO(PEGEF CFTHOUTIHL &HeTeh&lwb
Siaflwib Gsmal. BFaIT FHEHTOS SLO(LPSC &6mE
Apluure o dmanssddame. sHeETRs SWlps
cerpesemert UweaTL(BsH dsgmd (Dictionary)
o (haATGSULL(BeTaTengsl GUTaTm G&FTHOLTIHL
HTEhHAWID 2 (HhauTHES Gauawmr(BL. SrmGsndrer
(2001) sHeT@s SWIDEF QFTH&HETEHEWID 6rarm
GO LTQID SAHD QFTHEHET LLOBHSHOID, SBenL SO0
QEFTH&HEHL SramliLBHarper. rBSSGHTLLTs:

1.1 dlaraeafl ubhplweme

ST, QUTEID, SBpHTWID, BSTEFD, oflewr, efladL,
SABSHALED, SBABSTD, SPEUTErD, SHIQEUTEND,
Geaumerd erarm GO (BeTermy. SeuhmieT eflaibl,
SBSALEFD, SBSTD (WPHEOIW gpaim QFTMHEEHD
SD&HTOLU LWeTUTLIRD SBDOmHenal. SLpeumarb,
SlgaUTaD, GLOOEIMTETD (WPSEI ePeTn G&THEEHLD
SIGET QUDHEHMETSH GOllUmel. GG SH&TEFLD
eTaTLg GUES GUIREILDITGLD.

8aaTDT&ES

GODATHE|D, HHam (s CFTHHEHD, URHSWIDE
QFETHHEHD WGHHD Srerlu@dearper. GLey LD

S5H&ETOS SIS Q&FTHEET

SUHDL I QFTauemed (WordNet) @pdd Q& meveaumed
gpeawrAwrsen (source language) gD QT
Bo&6® QLIHuTsed osTar® osTmseer (Target
language) BruululLer. @&8a SD&ETOS SN
QLMTPGEAGEE FAPUUTET QFTHHETEREF WD SO
GavewT(hlo. GMILILTS SOH&TEOS SO QUTEHE Slmiiye
QEFTHAUTIHL. SeTehSWID Stenowl Geuer (B 6reTLg)
upm B&6Benr SHTmuSng.
1.2. 2. flFa&med

SLOIPlEDd (PSSl QsTeasTINISHD 2 fFagme
GTM Q&M QFTHAUTIHL &H6mEh&WLD CILITIHemrenLoLl
upHil Gusdpg. CSTOSTUNWT QFTOOHETTLD
o flulwaelléd 120 2 MFQemmesmers GMHUNBSDTT.
BH5F QFTOMISHE BT GUTIHeT erarmib, bl
QuUT(HeweT Beraflerar QFTMHEHET 2 eTTSHSID 6TermD
B8mGEF cFToolUBEDg. SFaT el uled U6
HeEar(B HIEO&SET 6r(pher. Saneamll Nearel HLD
U@HUNed umrlGuUITLD.
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2. Bear(Bser

STOSHSTED WPhHHLG GFbHsen Haumsrn Heenr (.
Sarsrear WPsHosTarB gmsSTy 80 Maeam(Beer
slfled  Bomearmujererear. (FmH@Genrd 2002)
ourgeims QLT Grraede wL(Glard HAplurs
L MSGIeID,
Heer(Beer @ubplulLear. Smudla)n Qmhlulwe
BrprHBe WL (B Bgeumy gnSSTY 50 HeHeam(BoHer
SeoLggleTarean. SeuhmeT 20 HeamBaer WL (BGLW
shere Hear@ ubd
SUEHG WPETGaITIQWITSHED IS TLIQUITESE|D

BerdLb Gumerm glwmsefled

LB UL & e UL (BeTer 6.

AemmBweny GurmrdRwT erev.coauwimyfliiGeTener.
SO S&ETTHNGT SHSTT HID QOSTGHS 6rare)b
seoelder S BTG BeamBaaer WD wWS6led
QaeflulCLmy. Gurrfliwl e.0mnwEsSaar SLlLD
SIHEITHNGD aeTissl agemn eTaraibd SeveLlie
weoaraly ULl SpUGCLIRD GreamrB SBweser
SWOID Beer(B&HeT QASTLIUTE SpUle| APSH6T wPGHedled
BopasmeTeTiUL L&, GUITAFWT &HHST &6 LPSETTT
SO SAGTTHEHSHEDE TTE@LD HIE0 @Tewr(B, eperm
ursmger MearBaer uPMu QFdeseT HleTssTeHs
STl (BeTeren. enanmsl &.8HTHITH SHTMUUSS 6Tem
mrewed HoamrBeHeEplear UG SpTTUBSIeTETTT.
Guprdflwy sh@eamd (2002) sWIP GLTHuTeD
BeemBeer erarm efifleumen @pUlepel WS LPSHEI
BwhasTenrBeTerTy. SeubmieT e [He e (Bseemers

FHHHLOTHS STETGUITLD.
i. Sarsr Heer®

B&eam(Be@peT WO&HD LUREDWWTag Saumsy
Bear® erarlu@. Gsbser HeUTHILD 58 6urie e
QETHAPTensl UTGUTH WseD Hply TlHSS.
gQerefled 9MsTe HaHemBEHEbHE QLML IITETS.
85 asTheaerl uearaflirar(® ASTGHseTTsU 9f5s)
SILGSU|eTeng). el SBL Q&THEHSLLL(BeTeTa.

1. Qsllal QUUTS QsSTEGH, 2. L&HEL QUWTS
Qsred, 3. dondarl QUWTS QAsTGHS, 4. LU
QUWIS QsTG&H, 5. SLU QUWIS s5TEGSH, 6.
LeQUT@BL QUWIS QsTGHS, 7. CFWLMHMS IRl
QUWIS Q&TESH, 8. ueawry UDMW QUWITS ASTES,
9. QFwe upPlu QUWIS QAsTEGS, 10. el LDHMIW
QUWEFS CSTGHH, 11. @MHOAFTED LOQUTIHET QUUITS
QBTGS, 12. LOQUTHET ful LSS @HOUWTS QASTES
eTaTIL(BLD.

ii. Nrhse Haser®

Wiiser Subnlwg. el SHaUTSTen L& eTerm)
iyl urkizssmed Sl wrEDS. BBETD USHS
QsTGIHsEbLa NHmarbs SpUNTSS 66w gurm)
CFTHHEDET 2 DLW, 1. QUTET QUDSH, 2. GUTETET
AUEMSH, 3. BT QUDSH, 4. AU QDS 5. ALAIT QIDS,

6. SDMOLTSH QUDS, 7, L er QFwellan alens, 8.
LTUAUWT 6D, 9. LIUGUWT 616D, 10. 69(HO&TED
LUDQUTHET cUend. B USF eUHSHEH6T (P&
QETUGID @ HOUTIHET LDQUWTS GSTGHSWTGLD.
iii. 2fgagme Haeanr®
STHGHWT SupPlwg. cpamuirss SdETn
CFTHHEDET 2 DL WG

iv. swWnsy Haer®

SWIsSTen Suonlwg. UHAeaT H CSTESHSEHLD.
USSTUITSS LEHIN CFTHHEET 2 DL UIG).

V. umpd Sub

SrBGamsL urrpd Supmwg. Uereflrer®
OsTGHesE@L UFpTarsTulrss 6 (R HIN
QEFTHSHEDETWD G&TEL &

vi. gLmoenfl Haer®

werLe YLl Suomug. ueareflrer®

QsTEHHEHD. SHUITSS @LETDDI TRUSS &hs)
CFTHHEDET 2 DL WG

vii. @isprd Beer®

yelluyrsg HAsbug Grevewr A ST Supmwg.

QUIT(Herew oUN6T  eTewrawilHema i llL6em L ufed

QFTHSHEDET|D C&TEIL &)
viii. @ffu Baer®

LSS QSTGHI&HEHLD. Uataflzenr_muirn C&mHeseer
2 LG

iX. LeOQUITHET &L Imoemnfl

F&EIUTrd Supmlug. ALrGsresemsl Nearumml
TSI L &)

X. &g Haar®

me&OTFD Suomwug. @bussh Wiesesd

LPDaBSTUITD QFTHHEBLD 2 DL UG
Xi. BITE GLTDMET ASHITH 6T5 D&
JTUITssH SBHETN COFTHEET 2 6TeT 6.
Xii. @gpDAUTHeT cfleTss [Haer®
pATUITsSs SMmMEBTN Q&FTHSHET 2 6TETET.
Xiii. QurgsLaLrens Heeur®
USSTUITD QETHSET 2 6TerTe.
xiv. eurfens Haewr®
FTOIBTS SeAlrmuy Sunmlwg).
xv. 2.8 Lol Haer(

ugQer (BU Wfle&seT Q&TearLg)l.
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xvi. prwSu Haeanr®

BTeT@ ULMSET Uaraflpmenr muiyd Q&mns&er
o _GITEITET.

xvii. GausSiwnry gLmoenfl Heer®

QuanLmwiTsg) ehEIHn SGUSS <D QFTHEET
o _GITEITET.

xviii. agTedsl QU efler&sb
STHSFIT CausSfl wWselwny Submlwug.
XiX. SbhHEFauTLOwILD

sUlTwanilu Gsdlsr Suwmmlwg.

XX. 80555 HnaBHred

QSTE&HEI QUWITSET GHMlSesLLL(BeTaTe.

@aiaumprss e Beam(BeHer Sl SHleTerar. L6
HaarBaeaflar QUWIsET WLEGEL HeawL &geTeare.
SieubmleT 20 Maenr(B&Her L (BB USILNSSLILL (BeTeTent
Tatm (WpeaT@U @MUl BeTermy. Saubedm SHT&
Boeemiser auTmUEUOHMIL UFUNSH I UTSHI&TES
Beuer(BLD.

3. Roget’s Thesaurus (1852)
Grr@sl QeTHAUT@BL sSeTepdwd uggs (10)

WPHATEOWTET QFTHCDTEn&L

carETHn  WUuss g

UT@GUTL DL WD QST g

UM@&@UTL6emL U

(837) glewewrLl

1. @gwed (Actions), 2. srpewrd (Causes), 3. wefllgs
@sweser (Fields of Human Activity) 4. arp&ens
averggdl Hewev (Life Forms) 5. @umperaer (Objects,)
6. efler@euefl (The Planet), 7. weryser (Qualities),
8. 2 aupeyser (Sense), 9. Meweser (States), 10,
eTeml, Sereyser (Weights and Measures)

4. QurGwpPrer (2001)

8rr@mBHrar QFTHAUTIFL SHeTEh& WD BIerE
(4) WwsaTedLWTET QETHADTEOSL LTGUTL L
Q& TETL&).

umLQur@reTser (objects), 2. Bapayser (events),
3. GrHemIGeT (abstracts), 4. QgmLFueseT (relations)
WSO QEFTHOMTENS GUMSLILITL ML U|LD

SH&TOL QEThauTBL serephdwibd (Thesaurus)

QFETHAUTIHL SHeTEeh&l WD  &[HSS (&8 e 6 (HHg
SOwF QuUTIBam&ailclBHE ©&THsemerL

QUM 2 5eb. 8wy S UL Wflesermsl
LTI &&E0ITLD.

&) e GHUILL HosHar Q&THsHeT @)
055 HHSSIGHalar QTG LD Eenenrso s TnHa6T
QETHAUTIBL. &H6TEhFWID 6TaTeITLD.

@) QMHOUTIHET LOQSFTHSHET, QUTIHLLOE
QETHHEBLEN LIRHemes QETHSHMETWD  &([HSSI M6 L 60T

(cross-reference system) @ifibgiQsmeTer 2 sayoug)

4.1 e&mpourdpl sSerehdwid sLLeowliy (The-
saurus Construction)

QEFTHOUTIHL HeTEhSIISHNS CUIQEIMOLILIG| 6TeTLS)
SLLlLe, efifleurssbd, QFLMLWTHSLD SpHw LI
SLLMIGmET 2 6TeTL&HHW 6(H F&Esemen LienflumELD.
& HOLITHET LIDQETDHEET (Synonyms), erdF&EQ&TmHa6T
(antonyms) Gu@yb UG aPuled QSTLTLeL W
other  words)

QETHAUTIHL

esrhsemers (related in some
SOTLMED BT GBHTHSLTGLD.
S6MEhS LSS &L L eDLOLInLE SpaaaL LigBapeserled

&ITEITEOITLD.

4.2 @FmHOUrdpl SeTehd auensseT (Types of
Thesaurus)

LeGaIm eUmES6d QETHAUTIHL S6Tehdl LGS

ARADESOTD. QFTHAUTIHL &6 ehd Wb
60T CelaIBan GBHTHE&ESMSID 6066 ULD
SIRULDLWTSHS QST S. @aIOaIT(H 6lasHUNey LD
SLLeWLL, 2 eTemL&&SD WwONb sreyseaflear Hene
sanfllgors GaumuLeord. @mGs Ho CUTgelTer

QUMSHHWETL UMHMI& &meur@GUITLD.

4.3 Qumrg QLMY QFTHAUTIHLS eTEbAwD
(General Language Thesaurus)

QIMOLUTIHET LOQFETH&HET Q&ETHOLTIHL
seTepflwid: @5 ourgemsl UwearuBsHsSUu@BLD
AMS. BF QFTHHMET AUDMr &S C&FTHEeT
LOMID QUIBLUTEID SteuDMlen 6 ST 6&T DS EHL 6T
ulrwel@BEng. . Grroesligar agsrev (Roget's
Thesaurus) wHML QLAWDL-QEIUEVLT QFHFT6ED

(Merriam-Webster Thesaurus) @p&uienal SHLMhIEGLD.

4.4 s Hwued FTHAUTEL SHerebfwb (Con-

ceptual Thesaurus)
QETHAUTIHL &HeTEHWSHOD 6 (HO LT IHGT
ue@ETH&Her (synonymy) L (BLO®TOED,

QsTLIYMLW &;msgserrad (concepts)
QRMHRIBDaTSH o (HATEGGUS. B

QASTLILMET QFTHSHET ADeg GBI GGTLUTan

“Fedwwd

QETH&HET GUITETD LOQSWTE O &THaEemer

2 GTETL&HHWE). TBSSHSHHTLLITS;
THTFQFTED

crdrgaamed (Antonym)
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sma adrsasmed (Polar antonym) - @eerbd
2 Wb

adr erdrsQemdd (overlapping antonym) -
HEDEG) — 016G

Q&TLIL erdrdagméd (complementarily antonym)
8o ep®

LOMIGeMED (Conversances) Sewreuar Loem el
2 peypemp (relation) wser waeT
smeo (Temporal relations) werGer 9erGen

8L b (Spatial relation) werGer NerGeor

4.5 sl ol @FmpaumrdgpLl serepAwid (Visual
Thesaurus)

AMTHMESHEHHES BLBW 2 6T6T 2 MD6)|&6em e
QAUMIULLOTS OalelsosTaryag. 65TH&EHs &
SwLBW o 6Tam GHETHHET SHDOF SHLDLG6T
0565 QFTD&HET, THIFCFTMH&HET GO UTHS/
GnHL QETHaEeT GUTETD 2 MHe&Elar cIeDSHSHmeTs
GMSE ement.

4.6 agorpHpll &FTHAUTEL Serepflwid (His-
torical Thesaurus)

85p% ams ULGam &romsaflar Q&mhHseamer
o eTeTL &SI, Sen6l eTUGUTE LU Ie60 ShHS e
TEaTLUMSS GM&EEDG. eueorHm Qmduiuwede
SpTULPETET SHMEHTHEBSHE LOISa|D LW 6TeTS TG0,

4.7 WLIYUSQSTLT @FTHAUTEL Serepfwid (Idi-
omatic Thesaurus)
QETH&HET, Q& TLTESG6T

@oarps Y

QUIT (HENTEDLOEMII 26001 S| GU).

4.8 Aplyl esmhaur Ll serepfwib (Specialized
Thesaurus)

Aplyl yeol @erpour Ll serepdlwib (Domain-
Specific Thesaurus): w@msgeuD, QuUTBUIWIED
Gumerm 6@ GOHUEGNLL HoODsESTES Syl
Heoll Q@&EmHOUTBLl SeTehdwld 2 (heum&HsLILI(Baue.
8al WGe|D Fe6IILTETEna WHMID CUITSeITEL
QUITEH QFTHHETERHIWSHED GTETULLTS Q&FTHSHET,
QSTLI&HET 2 6TerL & Ul [HeHEL0.

4.9 uenQwLTH G&FTHAUTIHL SerTepflwibd (Multi-
lingual Thesaurus)

88 ue QwrPseiar QFTH&EmeT 2 6TeTL H&uIg),

@@ OQurHuler e (HO LT IHeT
8w&HE @ wmluler
FgoWWTT Q&TH&HmeT SLU(B

O LI (B LD LT ey LD
LOQ&ETD&HET &6 6w Ul ms
Boar/ @55/
BriyeusmELD.

4.10 @l Lmpl eFrpaurdgl serepdfwid (Regional
Thesaurus)

QM GOUENCL Bolugduled @@ GMUELL
BUESEILRGEGHETS QSTGHSTH 2 (HAITHGS.

4.1 GLHDSHEHHETA QFTHOLTIHL. SHeTEepAwd
(Children’s Thesaurus)

85 Qu@GLUTEILD erafledbwmear C&FTnHsemeTs
@ & I et (B 2 (HaITE S a6 g . Q&ETMHSEH &S
cafledowmer cfleTEsMm&EEHD  NeTsHs UL & EHLD
Q&T(B&HSULIL IR HEGLD.

4.12 seodlETy aFThAUTdHL seTepflwid (Academ-—
ic Thesaurus)

sOcNuIwWed &FMiHES QFTHHMET BO&HHTHE
QasTar(B 2 (haTsGag, 8hs s Wb&eh
SlesH@mar QFTH&ET HMID QSTIODEL LIS QFTDHEeT
2 aTeTL&HUNHEGLD.

5. BO&HWEMN QFTHAUTIHL SeTEehdwLD
(Digital Thesaurus)

BO&EHWPMD QFTHOUTIHL &HeTEhSWID 6TaTLS)
GuphsarL Uarallzanr® QFmTHOUTHL. SHeTehd WenSIL|LD
BOEHHWPOD QFTHAUTIHL SeTehHWms WIHD
WPIRUJD.  SleUDMIETEBD eparm U@L WfleyserTsLl
Wifissomd. Sewe; 1. QFTHAUTIHL  &6TEhd WD
(Online Thesaurus), &wki@ QETHAUTIHL. H6eTEhIWID
(Dynamic Thesaurus), 3. 2L ml(B& Q&ETHOUTIHL

serehdwid (Interactive Thesaurus)
5.1 @&mpeumrdLl serepflwib (Online Thesaurus)

85 Boarw QFTHOUTHL  &eTeb &l wb
eremliLu(BD. QUBLLLTED Bevewrwl & wedlserf e
88 sUeyser,

alE@DILYS6T, ellerésasluLhiser GUTarn UeGaM)

(Apps) e@mmEmanssliulLg.

fApliys S&5aOHEHL6T GLLUBSSILLL Q&FTHELITIHL
SeTehF WIS elleTmh &GS

6.2 QWG QFTHOUTIHL Serephdwid (Dynamic
Thesaurus)

LHEwW G&med Lweturl (B8 speiled LOGam Ll
QEFTD&HMeTS SraussPHe dHhg sralumnd Bephane
wpepuied UHLNSHSQHETETHaImS. ©UHLUTEID
8uUpdr sHmed Sdog GFTHGeNwe (crowd

sourcing) @,srrrsl LwerUBsg & erner.

5.3 2aiL M (BF Qampeurdpl serepfwib (Inter-
active Thesaurus)
UWeTT&eT  &Mm&er

Q&FMHS 6 (HC LITIHET

LOQETHEHmeTs GFI6HeS A@ILSHSHEDS, &g U6y
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FEUTL DL auemIsse|b, SiPleumhmene GLobU(B5S6L0
ape@GsEng. Go@Ib asThaelar 2 pesmers
Bsre Q&g el BUGUTLaD SweyLD.

6. GEmheumdmeT 2 pajser (Semantic Relationships):

QETHOUTHET 2 meysefear Sielienl uied
wbgagmé (hypernymy) e wg 2ertef® (hyponym)
fAemeanpsd 2.me (meronymy) Gumerm Gm
QUEDSIITET 2 DEYHEDET SHDLWTETD &Smenr(h GFI&Hs
Beuenr(BLD. TBSHSHIGHTL LTS BHTHETE 6reiin G\&mededle

QETHOUTIHET 2 MEY&HED6Ts &Teur GLITLD.

QUITIHET > Bt Mlewent = QW hens > Heod = 6§ (B
LB 2 uBWTSLAUTIHET > LOTEFEFTLOEITSHET > BTHESTE0.

mFaub
Ru@p@siiab

B
Pplabd eueTauD
ApPpicud
wsbwut Fhptasr
e wigmenr Apppai
wallpdaaydr
wrefit
Rurgsir
Ba aurpausw
e uMtoRQurgdr St airgeer
Bupmsn Quut
Sdpenenr ST urpasT

2 uOQurger ofilyd arpaear

ULLD 1. @&ETHOUTIHL SeTepdlwd wrdif

&(MHUIUST
24, ST Swsrri

MFeULD

wrAwbwr
Qusir Sredwibor
Ay@piseuth

af Teir
S| MFULD ST FLM
&HLUUST
LuarTi
psfsreursir

Guéflwbor
S BISTDEND

ULLD 2. Q&THOUTBL &eTehdWDd W&

<@UITRHEIT

< S W] 6w 6wT

<QFWDHens

</BeoLd

>l (B 2 uGWTSIQUTIHET
<LDTEFTLOGTEHGIT

<BTHSTE

PrReeDr

8eatemDUl HOI(LEGE QFTHOUTIHL  &6TEh& Wb
Sauflub GHmal. SHHETOS SIS QFTMHEEMETL
LBSSHE

Gavaur(BD. HHT(HHEHET WG| LI 6D LD UWIT 6T S)

QFETHAUMHL &SeTEhH WD 2 (HUTES

daresry Mear®@ erarlu@L. Haumsy [Heeriger
QFETHAPTMSI UTGUTH Wseb ol aumibss)
goeafled 9D&TeD BEHam(BSHEHHE QUL UITETS).
85 QsThsaerl Uatafgem(® Q&STGSSHerTsl 1958
SILEBUW6TeTS. BHS SHDWULIPEDDU|L 6T SbMhIBE
QFETHAUTHL SHeTEhHWSMSW|LD 6 (Ml & 6D er & G
SO(ESG o Harss Gealarm(Bb. &g ereleumm
SmW&ES Gauar(Blb ererug UOPl S cueTey
C&TB&H&EULL(BETETS. DS SHQULIEDLUITSHS C&Tar (D
o HaUTHES Gauanr(Blh. SH&ETD S&TTHuled SHH
QFTHAUTIHL &HeTEhSLSMmS QUIREIEDLOLILE eTeTUg)
Wseb Sesomar Ualwmr@h. SmbSEUTHa LD
QETMH&HMET 6 HAUTIHET LIOQETH&EET (Synonyms),
adrEosTmHsHer (antonyms) Goaib LedGaum auflufed
QBTLIYedLIW @&Thesemers (related in some other
words) B5&QEFTd amsGWTd &6 s Ee6l e (BLD.
LeOBam Q&S QETHOUTIHL &eTEhdlWSms
upmuyb Afleurs
8@ GuslUL(BeTaTgl. QFTHAUTIHL &6TEhsl b

QUIQEIMIDGHEHEOTD  6TETL S
6EIORTETNILD QeuaIBan BBTHE&HSMSID 6066 ULD
SIRULDLWITSS C&TETLFl. @aloeumh 6lmauiea)n
SLLeMWLIL, 2 6TeTL&SD WM sreysefler Meveoserfler
SRUUMLUID 2 (HauTESEGaar(BLD TaTUms &6l
Spie) euellyniSHEDS.
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Sign language model for Hearing Impaired People using LLM

R. Krithiga, S. Shoba

ABSTRACT

Hearing-impaired people have the primary challenge of
communicating with normal people. The main goal is to
make it possible for people with disabilities and robots to
communicate without speech. Without the conversation, this
work quickly recognizes the hand gestures and displays the
text in Tamil language. This work focuses on recognizing
the real-time activity words using Media Pipe process

with EfficientNetB1 to understand hand gestures in real
time. We created a own dataset named TActSign of 3000
samples which contains 10 activity words. The recognized
gestures produce significant results and compared with the
state of art methods.

R. Krithiga
School computer science and Engineering, Vellore Institute
of Technology, Chennai, Tamil Nadu, India.

S. Shoba
Centre for Advanced Data Science, Vellore Institute of
Technology, Chennai, Tamil Nadu, India.

INTRODUCTION

Indian sign language (ISL) is a native and natural
language used by the deaf community. It works on the
visual language to communicate with the deaf people.
ISL has gained recognition as a separate language, and
efforts are being made to standardize it and promote its
use. In 2019, the Indian government recognized ISL
as a linguistic minority language and included it in the
Eighth Schedule of the Indian Constitution. ISL has its
own unique vocabulary and grammar. It relies on hand
movements, facial expressions, body postures, and
other visual cues to convey meaning. These elements
are structured in a specific way to form sentences
and convey complex ideas. ISL is the only way for
the hearing impaired people for communication. The
Government has failed to provide an appropriate free
public education to the disabilities and the special
educators in this community are less in number. Only
few number of impaired people are educated and
attending the impaired programmes. Special education
is lacking among the states that falls under the category
of low resource languages (LRL). Across India, the
highest number of disabled has been reported from the
state of Uttar Pradesh (3.6 million). Significant numbers
of disabled have also been reported from the state like
Bihar (1.9 million), West Bengal (1.8million), Tamil
Nadu and Maharashtra (1.6 million each). Among
the states, Arunachal Pradesh has the disabled males
(66.6%) and lowest proportion of female disabled.
Tamil Nadu is the only state, which has a higher number
of disabled females than males.

With the advancement of technologies such as
Machine Learning, Deep Learning, Computer Vision
Sign Language Recognition (SLR) systems have been
made possible. These recognition systems are the
solution to these challenges. Sign Language Recognition
is an advanced technology to aid the communication
process. The goal of Sign Language recognition systems
is to translate signs into understandable formats such as
text or speech. Sign language involves the use of Hand
gestures as means of communication. The Challenges
faced by deaf students are as follows:

e The normal people cannot understand the signs
delivered by the deaf peoples
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e Difficulty in communication between the
normal and hearing impaired people

e Without educators, the exact ISL cannot be
taught to the deaf peoples

e Inaccessibility of education for deaf students is
crucial.

RELATED WORK

The LRL in the field of natural language processing
(NLP) has been established by researchers based on
the presence of data, including labeled, unlabelled,
or auxiliary data, as well as the availability of NLP
tools and resources [1]. The LRL is a growing field
with numerous challenges and difficulties. Techniques
widely used in ISL recognition, are Convolution Neural
Networks, Gaussian Filtering, Speech-to-text, Video-
to-text. As the availability of dataset is less (LRL),
researchers establish many findings by examining the
signs of native and mother tongue speakers. A library
named open hands [2] that leverages four fundamental
concepts in LRL of word level recognition. This work
creates a poses of various word sign recognition
symbols for six languages namely, American, Chinese,
Indian, Greek, Turkish and Argentina. This work trains
the model efficiently with less time using pose extracted
pre-trained models.

A real-time two-way sign language communication
system [9] built using image processing, deep learning
and computer vision. CNN model trained with a large
dataset for 40 classes and was able to predict 17600 test
images in 14 seconds with an accuracy of 99%. [10].
A HMM-based framework [11] used motion sensor
gloves or colored wristbands to recognize SLR. Most
of the work used glove based method may be accurate
but costlier which may not be affordable for rural
peoples. The cost effective method called fingerspelled
sign learning is the primary phase of sign language
acquisition.

Oliveira et al. [12] conducted a comparison between
Principal Component Analysis (PCA) and Convolutional
Neural Network (CNN) based methods for recognizing
fingerspelled letters in Irish Sign Language. The PCA
model achieved a recognition accuracy of 0.95, whereas
the CNN model achieved a recognition accuracy of
0.99. SignQuiz, is a cost-efficient online tool [13]
for learning fingerspelled signs in ISL that utilizes an
automated technique for recognizing sign language.
The complex methodologies are inadequate in handling
large data and are distinguished by processing the image
and acquiring valuable information by learning efficacy.
It is important to note that the categorization of the
Indian Sign Language (ISL) using the Mediapipe API is
quicker than traditional approaches and surpasses them

in computational ability. A novel MediaPipe-optimized
gated recurrent unit (MOPGRU) model [14] designed to
recognizing ISL. This work enhances the gate of general
GRU cell by performance computational multiplication
by eliminating the unnecessary information.

The ISL uses Mediapipe Hands API [Chakraborty,
Subhalaxmi] by Google categorizes English alphabets.
It uses 21 points in each hand with x, y, z coordinates
in 3D space. The recognized ISL was compared with
machine learning techniques and achieved significant
results.

India is a diversified with large number of languages
and people. Each region of the state is observed with
different sign languages. Due to the variability in the
signs in different state, communication among the
hearing impaired between each state is a challenging
one. This work focuses on the specific state called Tamil
Nadu where preferred language for the people is Tamil.
Any sign language could be effectively recognized when
an intelligent algorithm is paired with the results of
image processing. The approach [3] entails identifying
hand movement, monitoring the hand's position based
on the movement, and categorizing indications by
adaptive clustering of stopping points, the basic shape
of the hand's path, and matching the hand's shape at the
stopping point.

So a special attention has to be given for producing a
sign language dataset for each state in India. Few of the
works carried out with different languages like Kannada,
Malayalam, and Telugu. In order to generate matching
letters in Kannada language, [4] uses curvilinear tracing
approach for shape representation and recognition of
Kannada sign language. The Kannada dataset is created
by defining a vocabulary of different sign symbols.
Another work [5] conveys the information in variety of
representations, such as articulations, finger signs, and a
both. The framework has been developed for analyzing
the activity of sign, recognizing and finding the age.
The words associated stored in the dataset is tested with
five videos and represented in Kannada language in the
form of text.

The work [6] develops a prototype which feds
text as input and produces output in Malayalam sign
language using automatic sign language translator
system. The representation of signs can be generated
using 3D character animation using the proposed
system HamNoSys [7]. This input enters as single
word or several words or can add new terms to the
database by sign editor that adds into the HamNoSys
framework. The output is generated as an animation by
the prototype model. An unified finger spelling alphabet
Malayalam language dataset for applying to the deep
learning model. The model uses transfer learning
approach which recognises the alphabetic letters using
ResNet50 [8].
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Converting Tamil Sign Language Alphabets (TSL)
into speech displays a set of 32 pictures representing
alphabet of Tamil signs with an accuracy of 99.35%
for static and 98.36% for dynamic using angular-based
analysis [16]. Another work uses external webcam
to capture the test image and detects hand gestures
using singular value decomposition and background
subtraction [17]. The above research papers focuses on
ISL and few on TSL alphabets. As per our knowledge,
no work focuses on the words and in particular on the
activity signs. This research work not only focuses on
collecting the dataset for Tamil language and in addition
recognizes the activity sign accurately using an efficient
deep neural network

The overview of the work is to capture the sign
from the hearing impaired people which removes
the background through MediaPipe Framework. The
patterns are recognized by applying the features through
the EfficientNetB4 model by displaying the output as
text.

MATERIALS AND METHODS
Objective

e To create a TActSign dataset for the activity
words related to day to day activities.

e To develop the sign language technology by
innovative tools and applications for the benefit
of each impaired people.

e To assist the individuals with hearing impaired
to understand sign language in displayed text.

e To evaluate the activity words through the
performance accuracy.

The SLR System created using TAct Sign dataset
is to the understand the gestures displayed from
hearing impaired people to the common individual.
The results are recognized accurately and facilitate the
effective communication for individuals with hearing
impairments and speech disabilities. Figure 1 shows the
overall system architecture of the developed model.

Pre-processing is a primary step for cropping the
captured data by removing the background noise and
focuses only on the gesture for applying to neural
network. The created dataset TActSign was developed
after the processing of MediaPipe framework which
does the pre-processing steps.

The architecture used in this work 1is the
EfficientNetB4 which applies TensorFlow framework
to fine-tune an model that has already been trained
on ImageNet to classify faces. The model involves
compound scaling, where the depth, width, and
resolution of the network are scaled simultaneously.
This convolutional approach encompasses two distinct

operations: depthwise convolution and pointwise
convolution. The depthwise convolution independently
filters each input channel spatially, while the subsequent
pointwise convolution amalgamates information across
channels. Mathematically, the FLOPs for a single layer
of depth wise separable convolution can be articulated
as:

FLOPsdepthwise separable = (Ks xKs x I¢ x Sd) +
(Ie x Oc x Sd)

For depthwise convolution component

The initial term, (Ks % Ks x Ic % Sd), signifies the
FLOPs associated with depthwise convolution

For pointwise convolution component:

The subsequent term, (Ic x Oc x Sd), encapsulates
the FLOPs contributed by pointwise convolution.
where,

e Ks x Ks - convolutional kernel size

e Ic - number of input channels

e  Oc -number of output channels/filters.

e Sd Input feature map spatial dimensions

The adoption of depth wise separability results
in a substantial reduction in both parameters and
computational loadcomparedtotraditional convolutional
approaches, making it particularly well-suited for real-
time applications like sign language recognition. The
efficacy of depth wise separable convolutions lies in
their inherent introduction of parallelism and reduction
of redundancy in computations, leading to expedited
inference times. When considering the overall model,
the cumulative FLOPs are obtained by summing the
FLOPs across all layers employing depthwise separable
convolutions. This reduction in FLOPs positions
EfficientNetB4 with depthwise separability as an optimal
choice for sign language recognition systems, ensuring
that computational requirements are minimized without
compromising the model's precision in interpreting and
identifying hand gestures as shown in Table 1. The time
complexity of computation can be reduced by using
depthwise separability and makes the system efficient
way of recognition. The power of depthwise separable
convolutions comes from their natural use of more than
one operation at the same time and less repetition in
calculations, making them faster to work. When we look
at the whole plan, we add up FLOPs for each layer that
uses depthwise separable convolutions. The main intent
of these techniques was to increase accessibility and
communication for people who have hearing loss. They
provided a range of methods for communicating and
understanding sign language in different settings.
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EXPERIMENTAL RESULTS ; 935
The SLR system assesses the findings and examined - '
with the Tact Sign Dataset created. The dataset uses 10
different daily activity signs of both female and male
candidates. Each individual signs were captured for 300
images under various lightning conditions and different
angles. The total size of the TAct Sign is 3000 samples.
The system setup consists of an Intel CPU from the 10th [0 LUt} - Friend
generation 15 series, together with 8GB of RAM. The
system is evaluated using metrics such as classification
accuracy, precision and recall [18].Table 1 illustrates
the evaluation of the performance metric. 4 { [ 91.8
Table 1. Evaluation metric of a proposed model
S.no | Images Test
accuracy gil(h- House
1 95.6
5 93.2
6 94.6
2 92.7
gl school AT feunsii-Blessing
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7 913

&85 ETel-guestion

9 93.2

#”

Answer- LITRl&)

10 93.8

ST T T -prusbroom

TABLE 2. Test accuracy for random words.

Table 2 predicts 10 different signs and its test
accuracy. Through the observation of the signs denoted
in Table 2, the sign hand gestures such hungry, blessing
shows a accurate recognition as the co-ordinate points
by Mediapipe framework is less and trained in an
efficient way. Whereas the recognition such as Friend,
Clock, sleeps, mushroom is comparatively better than
the single hand as the points co-ordinated and connected
the points sequentially. The other gestures shows a less
accuracy because of the missing connected points due
to the action word of the gesture looks complex than
the previous one. The overall average accuracy of the
model is 93.15% which shows significant results.
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Min-Kaapiyam: A Generative Al Framework based on Tholkappiyam

Balasundaram Ramaswamy

ABSTRACT:

Generative Al models learn the patterns and structure of
their input training data and then generate new data that
has similar characteristics. Generative Al Models are

used to generate captions (image titles) for images by

first identifying the objects (nouns) and then generating a
sentence that describes the image.

However Even the most advanced of present day GPTs
like DALL-E 2’s language understanding has limits. It is
sometimes unable to distinguish “A yellow book and a red
vase” from “A red book and a yellow vase” or “A panda
making latte art” from “Latte art of a panda”.[It generates
images of “an astronaut riding a horse” when presented with
the prompt “a horse riding an astronaut”.

Tholkappiyam, the Tamil grammar behind the highly
visual Sangam poems, is hierarchical model which can be
applied to the subject of a poem (Uri-Porul) into poetic
texts which invoke visual imagery in the reader’s mind.
Thol-Kappiyam’s multi-layers like Ezuthu, Col, Verrumai,
Meippaadu, Ani and Thinnai can be applied to the CLIP
Image Pre-Training Algorithm to significant improve the
visual quality. The integration of Thol-Kappiyam with
Generative-Al to generate visual images for the Sangam
poetry can act as practical technology tool to investigate the
structures of Thol-Kappiyam Model as well. The generated
visuals will help readers understand and appreciate the
Sangam poems.

Balasundaram Ramaswamy
Entrepreneur Infony, Email: balasundaram@yahoo.com

1. METHODOLOGY:
1.1 Word2Vector — Vector Representation of
Words

Word2Vector is one of the Major breakthroughs
in the history of computational linguistics and NLP.
Word2Vec [1] provide an efficient and automated
methodology to acquire word-meaning representations.
It was able to provide probabilities of next-word
occurrences for a given word (such as to predict what
would be most common word which will be coming
next when a word is typed as in email and chat
applications). It was also able very effective in other
applications of Natural language processing such as
text-summarization, Text Search etc. Word2Vec model
also provided the basis for the Transformer Models
[2] which were mappings between two related word
sequences such as the mappings between the question
and answer text paragraphs in a chat context.

1.2 Image Caption Generation Models

The Transformer Models were then applied to other
applications such as creating the titles or captions for
a given image using the Machine Learning Models of
Image-Text mappings of previously given data samples
[3]. The Model was to generate the text captions for a
new novel given image. These models were the first
models which were providing the inter-links between
texts and images.

1.3 Generative Adversarial Networks for
Image Generation and Picture Theory of
Language

GAN or Generative Adversarial Networks were the
next generation of Al models which actually reversed
the functionality of image captioning models. Instead
of generating text captions from images, the GAN [4]
generated the images from the given text-captions.

Even though the Deep-Learning Al methodologies
do not leverage any grammatically models and are fully
based on statistical quantitative models, the GANs
can be taken as a validation for the picture theory of
language [5] put forward by the mathematician Ludwig
Wittgenstein.
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1.4 GPT and Generative AI Frameworks

The Generative Functionality inherent in the
GAN models was leveraged to generate other type of
output such as chat-answers for questions in Question-
Answering systems. The Novelty of the GAN models
where that these systems were synthesizing new output
instead of just retrieval of pre-existing data or content in
the training datasets.

Generative Pre-Trained Transformers (GPT) [7] was
a major advancement within the family of generative
Al models. OPENAI, the leading private research
organization’s DALL-E’s [8] generative capabilities
were accepted as a major break-through and key
milestones for Al systems in general.

For example, the astronomer riding a horse image
generated by GPT-2 model given below became very
viral and caught the general audience’s attention apart
from the research community. The field of Generative
Al had emerged and started to grow rapidly after the
release of DALL-E2.

Fig 1: Astronaut riding a horse

DALL-E which is one of the most advanced models
in the current family of Generative Al algorithms, use
two key algorithms as follows:

CLIP (Contrastive Language-Image Pre-training)
is responsible for recognizing text and creating a sketch
of the future image;

GLIDE is responsible for converting the sketch into
a final low-resolution image;

However Even the most advanced of present day
GPTs like DALL<E 2’s language understanding has

limits. It is sometimes unable to distinguish “A yellow
book and a red vase” from “A red book and a yellow
vase” or “A panda making latte art” from “Latte art of
a panda”.[It generates images of “an astronaut riding a
horse” when presented with the prompt “a horse riding
an astronaut”.

The linguistic and philosophical implications of
the inter-relationship between the words and pictures
which are generated by the Generative Al model have
only been started now. The theoretical framework and
insights which are offered by Ludwig Wittgenstein’s
language-picture model can be effectively leveraged
to further advance the generative capabilities of the
generative Al models.

1.5 Tholkappiyam: Poems as Painting-using-
Words:

Tholkappiyam which is one of the oldest grammatical
treatises in the world also uses a picture semantic model
which can be termed as “Painting-using-words”. In this
section, the picture-semantic model of Tholkappiyam is
first detailed. This interpretation of Tholkappiyam can
be leveraged for creating Al-models which can augment
that current generative-Al’s gaps in understanding the
link between sentences and images.

Before Tholkappiyam period, the poems and songs
were folk-art based on mythological elements. As a great
cultural leap, the aim of Tholkappiyam was to create
a structured framework for composing poems whose
themes and ideas where a quantum leaps over folk-art.
To achieve this great theoretical leap, Tholkappiyam
imagines a poem as a painting done in the mind using just
word as visualization tools. Tholkappiyam prescribes
the poet to first describe the background (place and
time), the central characters and the decorative aspects
as foreground (karu-porul). The theme (Uriporul) of
the poem according to Tholkappiyam is the emergent
sentiment.

The next brilliant innovation in Tholkappiyam is the
usage of thinnai as key construct for elegantly describing
the foreground and background of a poem. For example,
if the poet sets the poem in a kurinji setting, the readers
can immediately intuit the historical, geographical,
ecological, psychological and sociological aspects of
the poem with just a few words. The Agathinnai and
Purathinnai framework also provides a genre-like
construct which sets the readers expectation of what the
poem would be about.
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Fig 2: A Visual Comic Image created from a
Sangam text

1.6 Hierarchical Emergence in Literary Theory:

Tholkappiyam leverages and applies the hierarchical
emergence framework to create a literary framework
where the meaning of a poem (Uri-Porul) emerges out.
Even though the book is structured as three chapters
or athikaram as Ezuthu, Col and Porul athikarams,
the intermediate emergence levels are multi-layered.
The following is brief about the intermediate emergent
layers in the literary theory.

Poem

Ani [ Narrative / Rhetoric

Metaphors:
f ®
Meipaaddu/Sentii /Emotions/Rasas . .
8 6 0
Case/Grammatical-Roles: . . . .
Phrases: . . . . .

Words :

Letter - Ezuthu:

Fig 3: The Hierarchical Emergent Structure of a Poem
(some levels omitted for brevity )

a. Letter - Ezuthu:

Tholkappiyam starts with the bottom most possible
layer, the letter or alphabet. The alphabets are pictograms
with a special meaning as sound unlike earlier writing
systems where each pictogram would represent an
object like bird, eye etc. It is very important to note
that Tamil word for alphabet is “Ezu-thu” where “Ezu”
itself indicates “emergent”. Just like the word itself
denotes the concept of alphabet elegantly, the grammar
next defines that words are three types. The vowels and
consonants are building blocks of the third type of letter
uyirmei. Against unlike English or any other language,
the metaphor of Uyir and Mei indicates the union of
opposites and emergence very clearly.

b. Words:

Words are the next level of emergent layer. It is
important to note that we can layers to forms phrases
which are again not present in many languages (eg.
Adukku thodar, Irattai-Kilavi) etc. Another interesting
aspect of Tamil is that we can add many verbs together
to form compound verbs (ottuthal) as Tamil is an
agglunative language.

c. Phrases:

In Tholkappiyam, we have only two types of
phrases - the Verb phrase and Noun phrase unlike
later grammatical traditions. Sentences are union of
these two opposites representing actions/events and
objects/agents. According to Tholkappiyam, Nouns are
emergent of verbs like Vedan is the one who does vettai
repeatedly.

d. Case-Roles:

Next to Phrases is the grammatical or case roles
which describes “who did what, when and where” in a
sentence. In Tholkappiam, we need to note at the word
for the agent who is responsible for action described
in the sentence is called “Ezu-vai”. Another important
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point we need to note about Case-Roles is they are used
to describe a “scene” at sentence and micro-event level.

e. Meipaaddu:

The next emergent level is emotional responses of the
people involved in events. This level is not covered as
part of linguistics and grammar in any other grammatical
traditions. This unique layer is not what Tholkappiyam
uses to link the sentences and other lower linguistics
units with the thematic content, sentiment and meaning
of'a poem.

f. Metaphors:

Even in many modern grammatical traditions,
only nouns, verbs, adverbs, adjectives etc. which are
called “parts of speech” have been the core elements
of grammar. Only in recent grammatical traditions like
Cognitive Linguistics etc., Metaphors, Irony etc. called
“Figures of Speech” have been included. Tholkappiyam
goes one step further by closely leveraging its previous
level in the hierarchy, the emotional layer with metaphor
layer. Metaphors united two completely different
and opposite objects with each other through some
qualitative aspects (eg. MaaN Vizhi)

Quoidum{® / Sentiment

2468871/ Narrative-Rhetoric

£ gUanln f Metaphors (Figures

of Speech)

CeummIenLD / Case & Thematic

Qemm QSMLI / Phrases (Part

of Speech)

QiEmed/ Words

Qamebamiiiwh §T(P&H I / Alphabets

-
|

£en e Thematic Categories)

=

g. Ani:

The final and most important layer is the rhetoric
layer which is the Arrangement of Metaphors. The series
of the metaphors can either praise or condemn a subject/
person in the poem as the meaning of the individual
metaphors combine and contribute to the creation of
meaning of the song and the intention of the poet.

h. Ainthinnai:

We should also view that thinnai, the fivefold
division of land, should also be viewed as emergent.
Each of the five-fold thinnais like Kurinji stands as a
emergent abstraction for the land, environment, flowers,
ecology, people etc.

1.7 Min-Kappiyam:

Software Framework based on Tholkappiyam
Grammar for Generative Al

These sections of Tholkappiyam can be modelled
as individual modules of a grammatical software
framework which can work coherently with a generative
Al systems.

B P P FAOAT SR M

i ol B (Sl gl g

L e el s o gy o L i e
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Wt Al actielaed ary Pracproe

Fig 4: Software Architecture Model for Min-Kaapiyam (digital version of Tholkaapiyam)

When the Min-Kaapiyam software module is
coupled with standard generative Al frameworks, we
would be able to generate visual images of the sangam

texts similar to how a human artiste would be able to
visualize.
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Fig 5: Sangam poem visuals as output of Min-Kaapiyam

1.8 Further Enhancements to the Min-

Kaapiyam Model

In order for the visual images of the Min-Kaapiyam
to be very effective, we might have to use completely
native Tamil and Indian culture images as the pre-
trained datasets. The GPT customization technique
such as LORA technique can be used for this purpose.
Alternatively, the training set can be also completely
based on culture native content.

1.9 Future Research Perspective

The Digital Model of the Tholkappiyam can
validate the unique grammatical framework of the
Tamil tradition especially analysing in conjunction with
Ludwig Wittgenstein philosophical framework and
interconnection of Tholkappiyam with other art-forms
of Tamil. This research also opens up interesting links
between the “Kaatchi-Aiyam-Thelivu” Framework of
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Review and Comparison of Tamil Text-to-Speech Systems

A Dinesh Babu

ABSTRACT

This article presents a comprehensive review and
comparison of existing Tamil Text-to-Speech (TTS) systems
in the hopes that it would help bridge the digital divide and
make the language more accessible. We take a systematic
look at the features, capabilities, restrictions, and target
audience of several Tamil TTS systems, focusing on things
like voice quality, naturalness, speaker customisation,
language compatibility, and accessibility features. Empirical
evaluations use metrics like intelligibility, prosody, and
emotional expressiveness to compare systems. There are a
number of Tamil TTS systems highlighted in the study, and
each has advantages and disadvantages. The benefits include
features like high-fidelity voices and dialectal support, while
the drawbacks include things like gender bias and limited
customization options. Empirical comparisons provide
criteria for expressiveness and voice quality to direct future
development endeavours. Using metrics like word error rate,
mean opinion score, and emotional recognition accuracy,
we quantitatively compare the performance of different
systems. These comparisons might help users choose the
best TTS for their specific needs. Using metrics like word
error rate, mean opinion score, and emotional recognition
accuracy, we quantitatively compare the performance of
different systems. These comparisons might help users
choose the best TTS for their specific needs.

A Dinesh Babu

Assistant Professor (Senior Grade), Department of ECE,
SRM Institute of Science and Technology, Vadapalani,
Chennai. Email: dineshba@srmist.edu.in

I. INTRODUCTION:

Early Tamil text-to-speech (TTS) systems were slow
and reliant on rules to produce robotic declarations when
they first appeared in the late 1990s. However, a thriving
symphony of development has resounded during the
last 20 years, emanating from those humble origins. The
transformation was chronicled in research publications,
which offered insight into the early shortcomings of
clumsy algorithms and the lack of strong training data.
A rainbow of Tamil TTS offers today illustrates how far
the sector has come. Vocal fidelity, dialectal accuracy,
emotional expressiveness, and platform integration
are some of the areas where commercial ventures like
SapLabs and Aravind Speech Labs compete with open-
source initiatives like Kalidas and government-backed
projects like the IIT Madras TTS. But dissonant sounds
remain even as the richness of this choir of synthetic
voices increases. Tamil TTS has obstacles that hinder
its full potential, including as gender bias, restricted
expressiveness, and lack of standardized resources.
Scientists are resolute, mounting a counterattack by
painstakingly building more extensive and varied
datasets, constructing complex deep learning systems,
and encouraging an open-source community mindset.
A Tamil TTS that embraces complexity, diversity, and
emotional eloquence—beyond basic articulation—may
be on the horizon, as the future hints to. Despite their
initial disagreement, this harmonious choir of voices
has the ability to unite people across borders, strengthen
educational and communication networks, and, in the
end, delight listeners throughout the globe with the
lively spirit of Tamil music.

II. REVIEW OF EXISTING TAMIL TTS
SYSTEMS:

This research introduces a groundbreaking approach
to combat the robotic and inaccurate voices of existing
Tamil Text-to-Speech (TTS) systems. It uses Hidden
Markov Models (HMMs)[1] and a carefully curated
blend of speech features to analyze Tamil pronunciation
and prosody. The system analyzes input text for
individual phonemes, diphone combinations, and
prosodic factors like stress and intonation, mapping
each element to corresponding acoustic vectors from
Tamil speech recordings. The system's core lies in its
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specialized HMM training, which trains multiple HMMs
focusing on specific aspects of speech generation. This
targeted approach allows the system to capture the
subtle nuances of different sounds and their interactions
within a sentence, leading to smoother transitions and
more natural-sounding speech.

During the synthesis stage, the system intelligently
selects the most appropriate HMMs based on the
features extracted from the input text. This intricate
dance of feature extraction, targeted HMM training, and
dynamic selection results in a significant improvement
in speech quality, showcasing a 6% increase compared
to traditional methods. The modular structure offers
remarkable flexibility and adaptability, allowing for
further refinement by incorporating additional features
or expanding the system's capabilities to handle diverse
regional dialects and expressive styles. However, the
study has primarily focused on specific text genres and
may benefit from broader evaluation across diverse
content. In conclusion, this research marks a significant
leap forward in the quest for high-quality and accessible
Tamil TTS.

The global growth of Information and
Communication technologies has led to a greater
focus on speech technologies, particularly for visually
impaired and vocally challenged individuals. In
Tamil Nadu, India, there is a great demand for speech
technology-enabled devices to facilitate access to
technological and communicative facilities. However,
the quality of speech in Tamil requires improved quality.
This paper investigates available prosodic models [2]
and details on the prosodic parameters that contribute
towards improving the quality of speech synthesis
stems. The study streamlines the method to develop
an intonation model, which is one of the important
prosodic parameters to accomplish the quality in terms
of naturalness of the produced speech.

The text-to-speech synthesis system takes a series
of words as input and generates speech as output.
There are three major methods available to produce
speech: formant synthesis, articulatory synthesis,
and concatenative synthesis. The study proposes an
intonation model using neural networks for a Tamil
Text-to-Speech synthesis system, which uses positional,
contextual, phonological, and articulatory features to
train the system. The main advantage of the proposed
model is the eradication of production constraints for
feature extraction. The quality of synthesized speech
with FO values prediction using FFNN is better than
the Fujisaki model.

III. COMPARISON OF TAMIL TEXT-TO-
SPEECH SYSTEMS

A. Google Text-to-Speech (GTTS):

GCTS can synthesize natural-sounding speech in
over 50 languages and a variety of voices, from classic
to emotional to character-specific. It also supports
speech effects like background noise, pitch shifting,
and speaking rate adjustments. GCTS offers several
advantages, including high-quality audio, a wide range
of languages and voices, flexible integration with
other Google Cloud services, and scalability to handle
large workloads. GCTS can be used for a variety of
applications, such as creating voiceovers for videos,
adding narration to e-learning modules, building
interactive voice assistants, and personalizing customer
experiences. GCTS wuses a pay-as-you-go pricing
model, with costs based on the number of characters
synthesized and the chosen voices. You can also take
advantage of a free tier for low-volume usage. GCTS
is easy to use, with various client libraries and SDKs
available for different programming languages. You
can also use the web interface to try it out without any
coding.

Technical details: Server-based neural network
model, LSTM architecture, multiple voice options,
adjustable rates.

Strengths: High speech quality, user-friendly
interface, integration with Google Cloud Platform.

Weaknesses: Limited customization
potential cost limitations for advanced features.

B. Microsoft Azure Text-to-Speech (MA TTS):

Microsoft Azure Text-to-Speech (MA TTS) is a
cloud-based service that transforms text into lifelike
speech, offering over 270 voices in 119 languages
and customization options. It's integrated with Azure
services for building intelligent voice experiences, and
is used for voiceovers, audio books, voice assistants,
assistive technologies, customer service, and content
personalization.

options,

Technical details: Deep neural network architecture,
hybrid statistical and deep learning approach, speaker
adaptation functionalities.

Strengths: Wide range of voices, customizable
prosody, high-quality output for specific domains.

Weaknesses: Complex pricing structure, high
compute demands for advanced features.

C. Resemble.ai:

Resemble.ai, your cloud-based Al voice playground,
lets you clone or transform voices, speak in 60+
languages, and even sniff out deepfakes. From crafting
personalized audiobooks to building multilingual
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chatbots, Resemble.ai empowers you to create, control,
and protect voices for limitless possibilities.

Technical details: Deep learning and VAE based
architectures, expressive and realistic speech synthesis,
speaker cloning capabilities.

Strengths: Highly natural and expressive output,
suitable for creative applications.

Weaknesses: Expensive for commercial use,
advanced customization requires technical expertise.

D. Vokaturi:

Vokaturi, your personal voice alchemist, lets
you morph and mix audio like magic. Its Al engine

seamlessly blends voices, creates realistic deepfakes,
and even extracts emotions from sound. Craft unique
narrations, build expressive chatbots, or simply have
fun experimenting — Vokaturi puts the power of voice
manipulation in your hands.

Technical details: HMM-based synthesis, flexible
and customizable architecture, multiple dialects support.

Strengths:  Technical knowledge empowers
customization, suitable for research and development
purposes.

Weaknesses: Less natural speech quality compared
to other systems may require deeper technical
understanding.

Table I. Comparison of various TTS systems

Feature GTTS[4] MA TTS|3] Resemble.ai[6] Vokaturi [5]
Architecture Neural network Deep neural network Deep learning & VAE HMM
Speech quality High High Highly natural & Less natural
expressive
Customization Limited High Advanced Flexible
Cost Free (basic) Pay-per-use Expensive Free
(open-source)
Target users General users, Researchers, Content creators, Developers,
developers developers, media researchers
advanced users professionals
IV. ADVANCEMENTS IN TAMIL the models with domain-specific data, developers can
LANGUAGE TECHNOLOGY improve the accuracy and quality of speech output in

The field of Tamil language technology has witnessed
significant advancements in recent years, thanks to
the continuous efforts of researchers, developers,
and language enthusiasts. These advancements have
contributed to the improvement of Tamil text-to-speech
systems and other language-related technologies.

One notable advancement is the integration of deep
learning techniques into text-to-speech systems. Deep
learning models, such as recurrent neural networks and
convolutional neural networks, have shown promising
results in enhancing the naturalness and intelligibility
of generated speech. By leveraging these techniques,
developers have been able to create more realistic and
human-like Tamil text-to-speech systems.

Another area of advancement is the development of
domain-specific text-to-speech systems. These systems
are designed to cater to specific domains or industries,
such as healthcare, finance, or legal. By fine-tuning

specialized contexts.

Furthermore, advancements in data collection and
processing have led to the creation of larger and more
diverse datasets for training text-to-speech models.
These datasets include a wide range of Tamil texts,
ensuring better coverage of various linguistic aspects.
With access to more extensive and representative
datasets, developers can create more robust and accurate
text-to-speech systems.

V. CHALLENGES IN DEVELOPING
TAMIL TEXT-TO-SPEECH SYSTEMS

While advancements in Tamil language technology
are commendable, there are still several challenges that
developers face when creating Tamil text-to-speech
systems. These challenges can hinder progress and
limit the effectiveness of the systems. Some of the key
challenges include:
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Limited resources and funding: Developing high-
quality text-to-speech systems requires substantial
resources and funding. However, the availability of such
resources is often limited, hindering the development of
advanced systems.

Linguistic complexities: Tamil, like any other
language, poses certain linguistic complexities that
make it challenging to develop accurate text-to-speech
systems. Tamil's rich morphology, complex grammar,
and phonetic variations require careful modelling and
handling.

Contextual understanding: Text-to-speech
systems need to understand the context in which the
text is being spoken to ensure appropriate pronunciation
and intonation. Incorporating contextual understanding
into the systems remains a challenge, particularly for
complex or ambiguous sentences.

Voice variety and customization: Users often
have diverse preferences when it comes to voices.
Incorporating voice variety and customization options
in text-to-speech systems can be challenging due to
limited resources and technical constraints.

Overcoming these challenges requires collaborative
efforts from researchers, developers, and stakeholders,
along with increased support and investment in Tamil
language technology.

VI. PROMOTING AWARENESS AND
ADOPTION OF TAMIL TEXT-TO-
SPEECH SYSTEMS

Creating awareness and promoting the adoption of
Tamil text-to-speech systems is essential for maximizing
their impact and ensuring widespread accessibility.
Here are some strategies to promote awareness and
encourage the use of these systems:

Education and outreach programs: Organize
workshops, seminars, and training sessions to educate
individuals about the benefits and applications of
Tamil text-to-speech systems. These programs can
target schools, universities, libraries, and organizations
working with visually impaired individuals.

Collaboration with content creators: Collaborate
with content creators, such as publishers, e-learning
platforms, and digital media companies, to integrate
Tamil text-to-speech systems into their platforms. This
collaboration can help raise awareness among content
creators and encourage the adoption of these systems.

User feedback and improvement: Encourage
users to provide feedback on their experiences with
Tamil text-to-speech systems. This feedback can help
developers identify areas for improvement and enhance
the overall user experience.

Policy and advocacy: Advocate for policies that
promote the integration of Tamil text-to-speech systems
in public and private digital platforms. Engage with
policymakers, language organizations, and advocacy
groups to ensure the inclusion of Tamil language
technology in the digital landscape.

By implementing these strategies, we can promote
awareness, drive adoption, and foster the growth of
Tamil text-to-speech systems, ultimately enhancing
language accessibility for Tamil speakers.

VII. FUTURE PROSPECTS
DEVELOPMENTS IN
LANGUAGE TECHNOLOGY

The future of Tamil language technology looks
promising, with several exciting developments on
the horizon. Some potential areas of growth and
advancement include:

AND
TAMIL

Voice customization: Future developments may
focus on enhancing voice customization capabilities,
allowing users to create personalized voices based on
their preferences and requirements.

Emotion and expression: Integrating emotion and
expression into text-to-speech systems can add a new
dimension to speech synthesis. Future systems may
incorporate emotional cues and variations to make the
generated speech more engaging and expressive.

Real-time applications: Real-time text-to-speech
systems can enable live translation, transcription,
and voice assistance in various domains, including
education, customer support, and healthcare. Future
developments may explore real-time applications to
facilitate seamless communication and accessibility.

Multilingual support: Expanding the capabilities
of Tamil text-to-speech systems to support multiple
languages can enhance their versatility and usefulness.
Future developments may aim to integrate multilingual
capabilities, enabling users to switch between different
languages seamlessly.

The future of Tamil language technology relies on
constant innovation, collaboration, and support from
various stakeholders. By embracing these developments,
we can unlock the full potential of Tamil text-to-speech
systems and revolutionize language accessibility for
Tamil speakers.

VIII. CONCLUSION

In conclusion, Tamil text-to-speech systems play a
vital role in promoting language accessibility, inclusivity,
and cultural heritage. By reviewing and comparing
various systems, we gain insights into their strengths,
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weaknesses, and potential areas of improvement. The
advancements in Tamil language technology, coupled
with the challenges faced in developing text-to-speech
systems, highlight the need for continuous collaboration
and support. Promoting awareness and adoption of
Tamil text-to-speech systems is crucial for maximizing
their impact. By educating individuals, collaborating
with content creators, and advocating for policies, we can
ensure the integration of these systems into the digital
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SLODE SHeanilefll QpU16eISH6T: FAITEOSHEBLD TEHISHTEDWLD

QUITE: SPTRISHITSE0T

U6 F&HESHLD

sl0s saflafll @lia aarumgs SOl L
SpUeysGemm(H UIL( eralcuamsulceeemDd &eunfleaofl
Q&Ter(B SHEUTUISHE@RHG LW SHerGeur T L &en&s
Q&T(H&&HOTD eratn SbdeHs Gauameul Heave. SO
TATUMS B&HHETOSL LSS0 HLlDG SHanflaflufiwied erears

gan GauenmruimeHBEmg. gaoarafled GuLUTeTer

S SplUle|sears &eanfleafl G&Tear(® Spuile| Q&
Gavenriewl SLLTW Heweouled BmeHEEDTD. evsHdw
QG HEOCAILIRUID, SHGPTUIE, SRS &HDMmed WHmID
&DI6560, QLIHUNLIED CUTETD &lUI6|SHeTs &euflefl
eyl QL Bueors BosES SeTerliuliemsEGnmiD.
Qwrfuiwe Suimeas sHaflall Qumuiud e
(computational linguistics) ereneyid senflefl miewrs mer
Wy (artificial intelligence/natural language processing)
cana|ld @mBanral NAsSmaedarmeany. wearars & ewflefl
Q&I QULLTT Qp&HE 6], Faps QTAUNLID Slie)
Gurelp SpUiesHemer GLLLGSFHG. Dararg senfaflss
Qs Snemarsd 0&THSHS Wwalsar QsILD QLTI
vwearur@semers seanflaflenws Qe eneiliug. SO9fefleo
2 oWl fibgesmearepd Smer, 2 mruladmbs Gu&s,
Busflellhg 2 T, GLIHCUWTLL GUTETD AT
Smenseners seanflafls@s Q&THULS SILMIGLD. @erTed
BsHW Sple], HO06ILIRIIMD e, ASPTG|, SIS
SO WHMID &HNGSD B Splieseafled Q58 emmnssmer
erlREWeerD saflal Qsmem® GWLLEGSSTD 6rerm)
STEID L. BFFmMEHMmers Genflafl Gamam® @puiey
QEWILD HFUW A& D&HDETs SHewL N8 s Tl L med
BLOG @6 GULMDme rar@al snmn Geuemioll
&R0 BMmEHEMTD. aTBHHGHTL LTSS GHeanflal G&mear®
B&H WS STAIHET e QFWILD wWwhHSHuler eubls
SO GwmPuied Qsmeured, 6f(B, G&TeT BGUTED

2 (HL&ET GTAIUMM) SDLSSHTOSHD 2 (HeuTdean eTerlg),
‘aréd @@’ eammhs QUGG eTLILIR “auremd” erem
@pWIpmn, “‘@ieamdlar eatug erlue “‘@yahlddar 6T
Mg GUTETD LD CF LSS HIGN&HSHONS SAMIL|LD
WODEDW MWD, FRSHTOSHD BOOTs 66 [HL s
BDLESTOSHD cTaleumm THULLET 6TeleD &gl
URUURWITSES SO GmHuler eugemDmieliLienL uied
Sl Gauar(Bowaid saflal el Bosdws sresamer
@16 QEWWLDBUTSHSTEN AP @R, (&Ters.
QUmISHTHET 2011, 2018, 2023). sHailafl scilaws
GGG, HEDSHMET 6I(pglag CUTaD Hmevear E&H6Tes
senflafl Hamrdmer Spuleiled QFLSHHSTEID S6lelens
pwundsafler wafllsaflar Bosdw o Harsss Snaiss
Bupdro FHASTHSES Sweors BaoulasTar masng
GTEUTEDITLD.

QUTE SATTRIGBHTSET
QUETHOGaRTIWIT LIEDSMmEs HLOGD, SHOLRAGST.
Email: vasur@sas.upenn.edu

W ETEDIEDT:

855 (henguled &LbHS BHUF b6 (B8 EHs G0
Bwersl QueardloGaalml Le6&Hmass08sS
Brm&er FGULlL saflaflls sl Spuile) ubhml clersd
THTHTOSHHD (LPOMWITE 6Tg BUTarn Genfleflls SO
Spuicfleo BTD FHUL Gauar(BD 6raTUms &hiG
cfetss WHUBECDTLD. 8685 BenIuled WWHOTUSTS
SOIDE &HMHME WHNID HHINSSHD Fenmuiled &eumflenflemul
TEIITAMEETD UWaTUBSS umEEDTLD 6rearug
upPlw efleurer efeaTsEss5mE SaflsHH SASHE T
el USSMHSmeTW D cferds wWwhHuBHEMTLD.
BrarLmasrss SOl SBOsSL U160 &
BIm&ser ghUuBSSUNHESEGLD 6D 6 LILIS S M & 6D 6T
fersd Staupmer ABH55S &L pUeser
upBluyb eflerds WHUBHEDTD. ePaTDTEUSTSHS
saflafl merdper @puiiey eeareyd Nfefear &
weaflls SUBHTID 2 (HUTHGD 6THIGETSH @blUIeD6l
flersd wafls BUBHTsCsTH SWOIHH 2 T

1

QP PEDDHEDETU(LD 6fleTsH &GS GmTLD.

1. sanflall afls s sOHPAIL HHNSSED

aubgraleflufenfler LweaTum (5&GsMHU SHenfleafll cupls
SRS SOHMAID SOHINSHISHE T Seenriill L&Hs0D
Bsa|b WHHWLD B&HETOEELGHD. BHBHTHSHSSH 0
eI MM U&HSMIGET @hebHarmern. &dbULe b
raLmd QLIPWTES SO GMHws &G0
LHOID SONGEGL CHTHHD GBHDHTe & 6w e
UEHSmS JHUBSSUHD BTD WBISaD ST
8m&s Gaear(Bb. GealauPuied SmW&HSIULL
MeTaupld SewenTsd SHeTmigsemerl uHml SLuUE&GSHuled
STerGUITLD.
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Click fo
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vear materials
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% Tamil grammar
A Taamil Cuituere
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B Tamilwed Team
B Acknowledgerment

Book XK

& Practice wriling
Tamul through roman
lettzrs.
& Download this f{le
to use in your deskiop
= TAMIL CHAT
This Site i bawt viewsd wintbidsdamnt L Eenn
£ South Asia Langusge Resourcd SRRRBEEY, )

& &l &fl 7 qor (B
QuardleoGaiafluml LO&sMO&HSEPGESIE CSD&HTE WS

8 ew eur Wi L U & & Mkl & @B LD
geopuled QFWwWLLLL Spuiehear Stigluenuled
2 (FAUTHHUILULLEN. (PHD USHSD QLTINS & D
QLIPIGESHOEILD TaTD SHIHSSH Sl LiLien L udled
o (HATGHESUULLE. @rerLmelg ussL Gurmdlflur
QQUILDGT LOMHMID QUTEH HTTRISHTSHET AHeUTSH6T mFBULL
SO clemearser LD Spuleilar SieliLenLule
2 (HEUTHSLILILL ).

1.1. QMHEHLLQID QM SDHDEILD

Qurpesped (language in context) ererLeSL
e BasreanTmisefle 6fleT:semb. QTS &hHUS)
eTarLgl QTPUNeT SesH&HarD WHMID CFTMHEEETL
upml SIPQCSTLaN Stenel CUEEHS LOE0IED 6TMIGHETLD
LWaTUBSSIUGEDS aTaTuds Sifegh SELD.
‘Brus@pd abgdleiserT?” eatab farmame
BessHar Sl Ul SAMhg QST med L (BLD

B50HTLemT T GMAE &b LweaU(BSS
WRWD TaTUSTHEALTE. @aI0auTH 8LOISELWD
EI0THEASLTS BHOSTLmIL Ljfibg0&TeTeremD.
@ps amsule B aam el LOGam
LHWeaTU(BSGID  GLR60 & 6T
APELDSTEN HETE SHMIW (PIQU|LD. 6TETGIGTETEN &LD60I6D
erlURQWeerDd @55 AeHowll LuwearuBGSSE LD

LWeTUT(B&HemaT el

eraruensd SAMHUN_ (B smmlelldprewirs). Qmdlenwl
PS5 QLTPUTS AP HSUTHET SEIQIeDs GLITHET
HITEDLD&HMET L  &Lpedserfl e
FRuBsHsasTarB adlgdescr GMHssTar
HWeTUTLenl Bal@ SANBHOHTeTS T Der.

& Ml & 60 6T

855mHW  QUITHET [FCUTDLOSHEDET 6T Mhi& 6D
GrenLmb QurHurss SWD QLIHmWE &HHE&LD
LOTET QT SHEHHESH CSHM(HSHES (PIRW|LD? (PSHED CILOMLAIITE
Q(HAIT QLTHW RGN &HM&GO &I TEIT
SIBF Gewe MY HHmed wWenmuiled QsTHULGS
pwerum(h Sl ulled Qrfle sHUSSED eTaTLS).

1. @& Borow sUlps Sirfar sWns saflafl LTETE 20236 UDLES @Ml 0&TESS SWIPES ATEGFEGL, SLD Saeamis
506HDES5HGGD aTag Barhloows 0gfclsssHasTardGner. mug Swar® sre sUlps saflel @lieseE aars@l Led
SHSTASHEDETILD OSTLIHE Heodaubb QuardleoGaailum LosmeassssSar OshesTas Sen&H@EGD eTarg hHarmawl SmiE

0565860 s meTd@me.

2. ‘@ ey GHular Lweans gedlar SieliuedLuled smews: http://learn.tamilnlp.com/unit_o7/section_A/lessonoz.

html
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wrarelseienL Gu GMHF &LROSET LO6INHMMDE
Lweru (B &gl
oo aerrsss sl Geauar(Bl. Sensuw
Bossar SRlumLulerar QLITPHSESHDE P
oTal GAlUTEHEHSHEOMD! Spemmed @esseamrd UMl Hewmu
Slibsenar @emnBe QLMHenWIS &LIHE & hmelTm)
&HNS50 LweatuTL (B weD OWMH&HESMHLNS5Se0 ar

0sThHss OwrPows FRWTsHU

HAply SIDEFD GTeTedTLD.

1.2. Beo&samr SgluoLulorar QL&
&DNS55M0 6 6056
QLIPISESEHDE GewMUN6T & TLD LIS IT6D M & 6rfl 6
sl Lenly Qurfuiwe Gsmlum@ser (structural
linguistics) LeaIDHEPDHBW LIWETLBRSSUBSETT. ES60TTeD
ued QrPwrdRiwFsser amuiwied GsrlumBaeaerL
Qg
B5aTTed  WTerelF&H6T O LmLHleD W &

Lweru(hsHGw
SAMBS6TT.
SHGW GUTH QUIBLUTQILLD E60E 86N S s 6 U

SHUSEGWL 66D & em W

SDMIGOSTETL 6. &56n LN6TeNeneTey LOMENT el TSeTed
QuTPew WSO QLTPWTSEI GCUEUGITS&HET
Bumerm Spepwedwil QUD wRWeHeened! GLoey LD
SOD Qurhledwl QUTMISSeUEDTUNEd & 606 LoD
QFDLAWLTY BOGESMTGOSUID BO&HSWSHmSU|D
SHANLUGCS WoHaTdLWTE BHS5SD Gouewr (HLD
gaTuged Sl sauaors GmESarmeary. SLlD
BesBwb sHIIUG eratug Gaim SO Qm
sONILG eTaTug Gauml. S&HBEWID dpeT&HS SO
QLTPmWLsS &DHINGHHD Gauer(BlD erarUgID Heofen
&S ABSTEH T PAWTARWLTsEsHE QeweuTl (B
SieliuewLuleyb (performance based approach),
&Lped SielilenLuleyb (context based approach),
o OWTLeseT Sieliuenluleyd (communicative
approach), Gseweu @ieliuedLufeyd (task based
approach) oQwrflow eaeaieurTn &HNILS erarug)
Gumerp LUIDHEAGET GUITEHILTET SHeTeiled BHemLS&TLoed
GumucillLg. Seaamasald SUOD GLTH®WS
sONLugHeETar LUIHE HIDSET LD BOOTHH SHLOILD
QTIPS &HHMEd PewDE6led GUITGILOMe LOMDHMDhSED6T
ghuBGss Swers B! &HLPEO&GET el ule
SLOID HOUSDSHTE 2 (HEUTSHSILL L HIEDED O higHITEH6T
201160 &ITEWTEDITLD.

1.8. Yeowouwins SO wrearaisefear SO
QLTS BHeDaUSET

Leo@uUWITHS SO QDS TEIET LOT6mT el & @ T e
O TPSBHME CTETE GTETLEDS SUIHSHTED SH6UTHEIT
shisaflal QLTHGESEODO GO StigliuemLule
LOGan &I SN 6LTLHSS 6nDenLDen Wl

QUDMIETETTI&HET ETETLENS SHMUIEDTD. ARG
LI6D 86 60885 L& i & 61Tl 6 g,l_r_"ﬂgg LIUS@ILD LOIT600r ) [ & 6m6IT LI
QUTMISS QEDTUND QBTEHFD Fnl SO QHFAWIMLDED
QUMUAIT&HET (P& FHar@ Guald Fmewwl Qubm
QIMBHLD LOMENIQUT&HET GUeNT GLDLDTENIeUT&Hemerl LD
amsuild Wfssorn. Smulblab Wes Gonbhs
SO raraisGer shisaflar QUDBMTI&HET dpeOoLD,
QHTOOSHSTLS, HeorluLld GUTETNED6 ePEdLOLD
Sl B Lfhg 0&HTamB GUEs snlgwl SmenLoenWIL]
QUDPATSETTS GMHEEMTI&HET. 6L HLDLITE T e
LTETQI&ET Slm) Bal@ LAhgE OC&TeTdSmTIea6T
SHATTED SUTFHERSHGL GUFQD SMIDUL 66D
Swers HeeouledgTear SrmsEnTIeseT. SalTsenerLD
HDEIT&EET GUTED SWID QLT GUFE|ID 6rLRSE|D
Q& Geauer(B@wefled LTLSHL L hisener GLoms&nmll
amsUId QFwduTlBsHnald SmwluGs HApns
APUTGL. 55060 LOWLOUWIHS eILDE T
OTETITSHEHHES SBeosHeHa SieliLmLulGor Geum)
THFH6NS @peEHsLTa SelumLulGeor 6wrfls
&HNSHOL eratug FHwmar cllepeTanals G&T(B&HGT
eraLg GsereilsEm Gu!

Slev HLOLD omaTauIaeT 6L 1960 BUELD SLODLE SDHMIS
&e0aTfl& @ e CGUTE SiMmE SMHMIG0&T(H&HSLILBID
BOHHED WOHMID SBOSSWMSET SH6UTEHEHS S
yflwrg ydrreGes SmeHapear. Sapans
shisailar i sHpmEasTarL SOPNGCTH
BOMTHHLUTISHGD s BaUFSEHsHE IO
BumieilGEDG).

SWD absFraeda] LTATATI&EERSGS &LWID
o er@pewiiey (Tamil intuition) SedLse506U0I50
Bauanr(hLD. BHF 2 GTE@HETTE| GTeTLG SO GILOMmLHluT e
BeW QU HeTHeDeT] UDBW WwOHMWD QLmydlenul
ePWrsL LWeTUBSEHD Fnevo ubhmlu Simlelm@Lo.
855 2 aTEpaie HMLESTS UL FSHD SeuFser
Sl Qumhlepwl
LHOID QWIPEF HOLAGEGS SGHSUTH GUELD
Spedwmwl QUDTSTF&EeTTGa GauFser SmLUu.

veTeflwpPeauresGer  &mewrur.

SOID QmPUIEd o 6TeT L HEHHODHMET SHeUT&H6T
SIHWrogd UwWeau(s5ss 0SAWmDbaGL SamUul.
° HTTETLOTEG BRGETTAE QTHUESSHUSTUE ,°
GumGBermiom

“‘UBBsTIOT  URSGSTIOT

“* . . . . ”
, QUMRIS GUITMRIGHRIHMHIGS...

eT e m)

4 5

8dwrod..” Gumerm

QAUGGHMET WWDWTHEL LWaTU(BSS 6 (BalHEHS
Sapenml upBlu Wl vweaturl (B Sifle] GgHama!
Qe el ulemear & Uuuwerum(sener
SIMbg OosmeaTeudabd Uweru (s end ey b
DUTHEHHGF FToLTEE6 MHEGEGL. B6ieuamauemer

3. smewrs http://learn.tamilnlp.com/unit_os/section_A/lessonot.htmil

4. smewrs http:// learn.tamilnlp.com/unit_o9/section_B/lessono2.html

5. smewrs http:// learn.tamilnlp.com/unit_o9/section_A/lessonot.html
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vwetuT@sHemer cfleTddearmed L (B0 AHUTHEHSH S
ppenwirsl Yflujb eumiiy Sme@h eremml gamlefl
PRUIMTE. WLIDTE SahHenn SUT&HET &6 5pesarfle
HweTu(@BSS D amily SoLs@n GUTEH STer
Saummdler  [HlewT QLT {6 @b LD
Saursafler o eT@pewryefled LUl eumILL (B ELD.

Uweru (B & @hLd

GSMULTS Selelemd LeTUmB&HeT Qmiblenul Gusid
BuUrg BWOUTS ANUTHEHSHS Ul Geueanr(BLD 6TerLg)
W& WsEHWD. SBaamsEs S SHeUTsHEHsH S
uereflwmle] epeB Q&STHSHSIGAL (PIRUILDT TS
GaeTell&GHWES!

SOl @reTLmd QLTPHLTES &HEUTHSGS
SWlOL LTRSS USDSTET [HEDED GILOTLHE 856D
FGUT@ (language immersion) SLG&TS &(IHem &S D
Saams FHUTLmL QWTHssa6M 6@l sefld
0&TH&Es WPaaral@s QP Lwearurl( 2 58 uler
QUIBLOUMISTGLD.

1.4. SO QLIPS SHME WHDDL SHIASSH60 60
GoUETIQUI LOIT D DHISET

QUEBLDUITETET aUDFTaIET SLOD DT eIl HEhs @GS
Slmpd G&HL(BLU LABSO&TETEhD Smer W (LRemLOL
QuDD Heweouled SHUUTTSHET. AFTEUS 6I6U6IETEY
Gausons Saufsefl D Slpled GUSIATTEYID Si6UTEHETTE
udipgs esmererepledearn  Hmei
SarsailLd SmesGh. S550&W  LDTewr el s ehsE

& BETDTsL

Guhanmw S TP L&, QIRGESS OSTLT
LOHMID U HEHOTET SAdWULSHET L6 DML
LB O&TETED Hmar HaT@ BIHHGLD. e med
SIRUMEDDEUICETD 68 GLOMLHE GpLpedled LIeTU(BSSID
Soer QsETEpFD Tl SH&EsTE. Ufbg Q&TeTEhD
dper wOMD CFWD ST TAT@D BHADHSH
Soewers unm QuTP&EEDIIGuUTAar Wwerde
8m&s GaamulmsSng. Seisefl b SdmeEL0n
HfbgOsTeT@hlD FHoeveans Q&Tear(B SteuFserflLb
8eers Q5D Fnenal aleTisHe: Gauamioui@s SLOlD
sHINLGUTHer wWssHaasde Smas Geauenr (HLD.
sarsafiear HABHOSTETE@HD HDmemem (PewmulTsL
LWeTUBSSTS b el UTLSSHLLAPLD DAUTSeT
wHHUNL erBULTWE GumlellL aumUllHEELD.
BhsaIemsuled L6 GILOMHE S5Lp608HMmeTs SIToleuTTarlgeT
PO UMTHEHE QFUS SI6e| 6T TL 6086 6Ts
BHL&HEF OCFWGH QD TWTLO&EET GUTeGa
a@LUle FaLTaTaI&EETT(H QFLNDHS &L
ghuBsFL LwaTu(BsSs meluGs Suuwerurl®
SieliueLulerear S QLIPS SHME P mudlear
PSS SHDFTGD. SQUTSHET &6 QFWLMHENSHE GL6mED
ghuBsSs Gaueureuil(H&EEGL. SMmUaID AHSSHDEHILIE
GGl smsamer mHUBSHEAHTETE@HD BUTE)
shsalar GsL@L JFnemear GUSED HoaTTHS
@amer(beur ML (H&@E L.

QuTPL UweruT(® WONIWD QLIPS ELRESET
SRUUMLUIGOD SHoWwHESUULL Gewemwl LSS0
http:/ /learn.tamilnlp.com.

Saamauller GwhHsML Saeamull U&HSHSSH 0D
erpuSHTa(B QTN SHLPDSHET 66flsHaTLHaeTTss
QsT@ssLUlRmsdanar. @B, soLddd, Gumbsl
HeeOWD, UP&HSHOL, STUGN&HSHML, FewlsHamL,
iU, 2_6nL GUITED LIED QIEDSWITET GILOTLAE L6086
8ssroanmaflser aflurss QsTH&HSsULL(HETeTeT.
8eal AWML Lwerum@ uHml L (BLOEDEDTDE
SUlpLUeTUTH WHNID THTISSTET  &LDH6D 60 86T
Gurarp 6NeTHEHEMGMETW D WLardHed 68 Teu (h
SmwssLUULLm! Saoarmalssml dsesd
SuDCDTH Q&sTB&EsLUUL(BeTeT LUTLSHL L MHE&EHL0
LW Fsepb erafler wWeed WeE HIwomearene
GTE 6(H QUEDTWEDTHGET C&HT(BSSHETBETTID. (LPSED
eaflssr Hows srayb Gurg @G W6 ereflugmer
arGeapL LOHMID € HEIHEHASHTHAIT LILPS&HO&HTETEHLD
&5 LD 60 60 8m&ELWD.
QFTLIS QSTLT Sedal L6 Sl&HSHETEn 85LD6086m 6T

MeTsGausTsH LI IT L TR & 6T
dleté&GausTs SmeGWw. aubsTaueafl Lmemr e Tser
Smisefar QmPs Fnevouier SiglienLuled Sume
auflwsuled erBsl UTLSHO b Geuewr(BLOMeTey D
LR&HES QSTLMHIGEMD. SUUTLSSHL L HISD6T LIQEHES
Gauenr(BLD TN Q&FTELEIDSEAL BeuDECDT(H SHhiGHewerTL]
ULP&&ILBSHHQSETETETEOMD 6raim CFTOIGS l6L
QUITIHHSILD. Beialnssullcd aIQEITH 2 mIulmLedlab
AUMED LG Besaenr ofleTshasmiser HmID Laruml (B
SiglilenL uleomer cfleTEsmGeT SHUUTLSHBOBW
SNATHEHHGF STHHSULLIRIHSHGWD. 2 STTENILOTS
http://learn.tamilnlp.com/unit_o2/section_B/
lessonot.html ererm LEHSHD SLOIPSL LIGOTLITLIQET
AmHgE UDPW efaTsasms aeflssT & euruleomss
Q&TE&SsLILLRMESDG. AdBbHITs b I (Bé&E
CFOQID BUTE SieuigHeneT Hewmul FTUNLE Q&FTedeLD
UGS SUOPIGEE@RHE 2arBh. ACH FLWSHHO
AN HHHNTTHEBLD SRIGET L1960 LOGTDBUTE BUTHEED
Beopw sTUNGOSWD SeuTsHeT 6l (HLOL|euH e eD.
SluuRurear &l SO QLTY  QITsHE W h 66T
LHOID QFTH&HET ApHwaTIDHdMD 6TLLIRGCILIEETD
LwWaTU(Ss Geuar(BL eTetn e Bwd SmsHns.
Amheary “‘Gumgb! Gumrgb! GaerLmD!
Gala@rLmib!” eram SesHHle QFTO® Gauam (.
S ea@rT! ‘@b 0&TERFD! BT QHTERFD!
Tl SREHR GFTOE Gouer(Bo. & LU W6
Al@hgs QLTPLUWETUTLGLTE  Ledeuensud ey
QSTLIY Q&TeNQIBLLMNSS STETOTD. HALMHASST
Gumerp Br@sefled APHS 5006 GRHOSSEDSE
SRICUEDSWITET LGS &[H&HS eUTLILTNE06mE! SieuFaHeT
leGCW Siwfdsls uaTuT GLT( GUeTTHS6UTEET!
o are|lb 2 Me|b Seurseflar AldBLUUSHSDES 6fiL
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Galar(BlD 6TeIlD Q&TETMHUND  GUETHHS 6T &H6T!
SaIseT SLON&ES GBLUSESTH SLOIPGSHD He0&HED
SMmansHHe0 el FHH GUTETD SLODLILIGT LT ML
aTHrasmerer GauempuimsEGL! 8hs emsHuNed
Qumfub uverur@Gl sWOIDPEF gD Nerefl
NeneThESeUTn QBTG UTLSSHL L HISEDET SHeDOSSHIS
SMmaig sUD&ESDNSs5a CBHT&EHLTSE B(H6Hs
GeuarieulB&EEDg. GoDhemMiw UTLLD Shselensudled
SDWESIULLGH! BmisarGL &e6leilenenrwlLssHSE 0
0sT(B&HSUIULL @aIQ6IT(H LML Slpliuerum(,
SOIDAWMAL LweaTUT(B, QMHE &LOED 6TETLIETEIDEmM
LWWLTES Q&Tamr(B Q&THHSUILLIQIHSEGLD!

SWPI&EeT Leobauwing Geam BTG e
Gryflawl QUDD GQITDRBE IIHEUSET 6UTETDHmMD
GpM&GL GUTE UOLEUWThS ebsmaef SLOID
DTAETQI&HER&ESHETA  FODEHOMEETHS  &HLOID
LIDMIBaITT SP&HS SaUalD QFMISHS B6UaTIQUIS 6T
WPHEBWSFHUSMSE STeTemD. SAmsl T, w@edwm,
Boomns S BrEsmers sy wHm BHTHser D
absraealls sDLGEOAGEG AHH WS WLSH D
OHETRHEULTS HOODUISSHTEO  &Tew (PREMDS.
awrfadwiev, agerarmiafissT Gurean BTB&ET LHHILD
Smsluyr, wGoHlwur pBw pripseafien HlLssL
SWOIPBHTEH GuTeaTn OLMPEFEHP® FHUTL (58S 6T
(language immersion) cuedaeT SHEHETMET. e TeD
SQWwRGEsT, L@ITUUT, SerLT Gurarn SLMmsefleo
85566 W
8sgmaew Fhurlh SOrgs ULFsHD SOINGHSS
SHNIGOST(H&HSI LweUBD SOIDL LML L hiGH6T

FOUTLB&&Tar ausdser Beene!

ahsamsuligh Beaams BTEsalw LWaTUBRSS
Buergl. LIMTHES SO LTETAITSEhGES SOl 6
WL BLEO@TD® SOID 2 6TEharie) 6&THEE WD
amsullorar SULUUTLSSH LEDS IEGHS
GauariewgHd We Seudlwibd. PHD Hewed QST M
USSTID Hewed, UFHCTTEMTD HeneOG W e GLOlp
aElmull 96816 SO LTSS L MIHET Q@860
Hewed MM absmaefls SWOID LOMearTsHs s e ar
Bowgdaflarm QuDMS &L D e
CsTar(B Ceadam QOSWTE UTLSH LD

LD &1 & 6D

SUILGD FLOLDGESHOEMITETI&HET GEUGTD Q& TeTeT
Beuarioui H&HBMS).
absrada] LTETT&E&ETISEERGESTE &L Mle)

&L Ledled Bh&HED L aIdhl A@Lier SiglilienL udled

SUTHEDET QWS DausSFH CeuciGam Heneserfled
WAs815 sWIpESM6 C&T(H&ES SUWETE 6rarLm
o el (PIR&AMG. BeosHafllarm ST QubDD SO
seefludamneliuenLuled SieuFsHeneTl UTT&HESLD GUTs)
EIQGITIH WTENEIIHLD 6EIQRITIH AFLOTan &Lpedled
SlpMe| QUDMBLUTTSET aTarlg 0sHweIHD. Sh
UDHUND BUTHET HEDETEUDT WD 69 (Th Ml & 60 60T LI
Brred Seursers QLTAWMal BT SHeTenLoUlTas)
o Senfles SWenms).

QuU@bUTETar ebsmelal LMo e s erfl er

& 101 Lp m] &fll 6ot
SAUTHEHHGS SWID 2 6T@han e Q&smar, GUEss

Bsmamws saflsGn GuTE)
SDEID 6TILPSHID SMEnID LisL L Geuenriouls W16 Seudlun
TaTLENS SiMlwembd. Salalmsuised SUuEd Qs
QEWOWdNS HLLHHD 6rMSaIDd UTLSH LGS
SIEDLDGHSEITD CTATLNS BFD&HTSH gHUBSSIULL SLOD
el UsSSHT SliLenLuled 6fleTd&GSE DG
SO G, QLTHE GLO&GET WLHMID SOOI
uerUT(® SBWen BESMarES UTLSSL LEmSS
LTETAUTSEE@HEE ADLDES
BeuerRUISE WPHESWSHUSDS BLULGE cfleTs@GSEng).
tamilverb.com era@ld SePETLSHETEHD M eD

sl  absrealefl

eflemeangeflar SteliLewLuled SLOID  6fl 6w 6 s em 6T és
Q&T(HEE el LWETLUBSSILGLD gL 6fleTéhds
Sanon alsEEHETULSET allfl GHLGWL eausdub
O&TE&HSUULIRMSEDS. absmaiafl mewreFserfe
QuUEBLUTGTGaTT sShisaflar @pmde Qmpuier
SieliLeL LIGBW SO GLTHWs &HOHUTTEET
T BBETHHD AUTHEHHES pHE cflavarser
AP SO HlEDETHEDETUD SHEUDHMIET &LOEDSEDETLD
SNBSS TETSDS T QUL E6)6ienenTlliLSseL0D.

2. sanflafll afl s Bossu i)

SUD B&SWS STEGET FMH& STOBHASTL(H
Wearerfluied & HsE WD
BEHHETOESLLSHD AGSTEUSHEET PODTET SIS
se1s5H0 GFISS WISQD FIENSSOTEN U Udled

B&HTOD ey ulled

BB FTsaMmGmETL LWaTUBRSS s wWwhUBeus)
TG STHWDLWTS armT@Gh. Sbwpuhsluile
QueTAOBaelWMl LOSmO&GHLPHS5HD SLPss Tam)D
8@ Sl LSSHSET 2 (heuMsHsLILLIRHSHSEaTmerT.”

6. BFzaTmisald QsTEHESLLL(BETET SIeysHeT Smaumusie Baoasnnss QsTB&HsUUL(BeTar wEmTs UL, Ggeurpb.org, https://

www.tamilvu.org/ @8w sermiseflelmng QuUDLUULLarn @gsarmsafie Lwau@ssuu®n GsGaurm b.a78.9 Bred auflumse)n

vue.js QsmfhELUD epursab sLEDIWUTETITSD 2 (hauTsslulLg). sreser MySQL sraissersdd tamilnlp.com ererein

sersH0 B&FLAGSLULL (BeTETs).
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http:/ /sangam.tamilnlp.com/mp/json/

Qe setmsallar wWsSW GBHTHSD  SLOILD

Bosdwumsaladmbg uUTLd eafisamerub,

QETHHMETLD FHISLD (PHHD SEHTEOD cUeDTuiedmenn

QT agerHMler Sl ule G5B UPIUITELD.

8565BoummseT auflWmsl L@ Q&FTH&ET WHmiD

QSTLISM6T SHeubmlenr Lwerumr® WwHmID QUTJIHeT

SelitenLufled @pUIe|QF L QIfleIms Q& UILIETLD.
‘oD’

TBEHEHTLLITS T QEFETOMDS

Bs(BGUTs BFQsTd UGHHETOSHD AHGHLTEHL
S UL S U LD
eflth BLmsalG aMmamss &TamemD.

LwerumLlioed FRISHTOSHH D
sosudllaflarm yeolu@Bb Spuie) o e
raneroaafled LEHHEGD BFOFTEONEHGD O BIHmiSWw
QSTLILY SpUL6ng 2 aurIeIrD. &his Se0sHs W misee
GOUUTS germent, LfiumLe WwHmWD LelGL& e

Gurmerm UsS FTIHES Bo&HwUnselGeoEuw
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srarluBEng. USDMILUSS, wWedep@UUT (B <pdw
Bosdwmisailed o@m Ho SLmsalGoGW &5asmed
AGEDS. B& GUTETD U D 60T 6D LD S 6 6T
858s5Baurmsaer dped erafllgme SHMuwdepiRu|LD.
GBI UTT&HEHD SGD, CQFTEOOOD SHGWD GUTETM
SOOI SDETL LD UTTFHESHH0 B, GQ&FTE60E
B AT Sdlysmerwd &6 reieflearm
uUMF&@&LEUTE) ‘UmisserGw’, ‘aFrdaerCw’ erar
@6l BDLHEHETOSHD LIGTUTLIQE 6UBHSIGTETS).
858w Gwe@BTL (B QLTHUIWLI® SHiMeEhTser
995

Bessamd er(pdefllLery. ‘LUmrese’, ‘QETo’

‘UTTés em’, Q&FTéde® @rh erarl
BGumaTp WU B&HHTOSSLIIHD LdMHSS 6
STreamd B566. BS5S5M&HW LOGE|LD  [F )66 L0 T e
S euremDHmlen 2 amep&GaeT S55MmeUl SI6)&H6T
aflGw Sflu gsereh. (85 GNs&s ofemear
AETESMHSHEBEGHS STOTSH ATHRSHTHET 2023, 2020).
8eiams plle| GLaTGLEID aETDOUD SIS
STIHET JDAHOHUD @G HISS6THH 6
Sp osmar(Beaunbs OFNarar Gs5BEAUTM&EMmETs
AarTear@ U Gosrarmseld sSromes s
SOAEFH THUTBHmeTUD QFLW Gaueur(BLD.
SIBsTLaN B55T6|S ST alfl G&FS Ulenel
SLBemIseT aPurs WHMm SHUTETTSEHE S
SMwWiuBsSs Calar(Blo. BHSemeUl PWDSSET SLOD
Banwis sosspsd (https://www.tamilvu.
org/), QFLAWLITHPS SWIPTLE WSS HHieIETD
(https://cict.in/cictinneww/) @pdweremmeyLd
GLMHOSTETETULLIRHFHHDE 6TaTLS 2 60renLo.

3. sl Gu&L BUHHTIFHES [BOLTD 2 (HEUTHS
WIRUILDT? BLOGHHSEGD F6UT6OSHET.

QBTHDHIL LD QFWHDs Hiawmeanmdles Sned
LeelsHQID aueTIHg L L B&EHTOHELLSHO SOILD
EsmAMELLUD Uhdlu Spuile| UMDl BTD SHLPTSE
fpdss Gouauriewl SmansHed @mHesHEGDTD. weafls
BuUBPrsms 2 (raUmsEEGL wWwbhduiled BTD FEHUBLD
Sead &g. sWp Gusid weflly SubHID WOHMID
swlfled BOGLTH 2 mrwmBo SuhHrb erarugGe
BLg GN&E8sTET. @bwwwhHuleo BLucd &g
GNssTan Spleiled FHEUBSENG. SLuGHuiear el 6@
B Guad BuBHIsns BmE AMWPHILEHSED
WWhEsESEDTD. BlLGE uUIBSHTD SO eTaTa)D
Speflan sL(Bevrwmerflen Lo Sper® wpw b uNe
o pATESULLLE. 85 &Nss Spleiear wwphdlenw
http://robot.tamilnlp.com eramm wseuflufer eulf
Brauser Siflweomi.

Tamil Robot Twhmviug-y
st Qi) Suh - sufiigLpsih

My namse is Tamil - An introdisction)

i ol Sai - s

SUNE L 8080 SHTIA0aS i s
Sens sifiuh S

Ly LB s

SOOI s Goodutund sefiGamb
S wng s

869he Benamunal Cuss afpstandngs s
gilingih svus(yoh

SeBeno safipo L b - S et
ol 101 Quix

S LN} - Cuobanb s&ar pajasd

8m@ asThssuul(Berer QeveauliLsafler el
85p5 SuUBHIbD U CQsFWwOUTBEHMmeT SHMWETD.
SMWSD GNSS S DTWITLED, SpS5HaHle LTLedaufserT,
UDBTeyTm euflser, SO ISMm&ET, GUTeTnelhenm
855 Swihdrd BLELTE Bmeauhg C&wWOLBEDS.
8sherar WesBWE Sapeileser Guegenrfl  WHmID
o wpulalphg GUFmE WIHMIL GEWDHUTBEET.
8uuEHuie sWD ASTHDHLLSHSHSTET b6 ST
LOHMID QEWDHSL LS ubhml efeTss wWHUBBTLD.
s50ps saflall @ploma SBHS5S SLLSHGE BITD
T(B55IE Qe Gauer(BL erarTUg Ge BLOG W DS
Saamie GNss etssmaamer http://uttamam.
org/papers/21_s2.pdf ereeyd sl (Bewruied efiflours
SIMHIETLD.

3.1. QFWHers Heamarhed ASTADEHILLLD:

QFWINED&HS SLOIDS OFHTAMHIL LD 6reimiig) LMl BITLD
Sbdes Gaueariowl SHenTD &g, SWHHTD HLOLPEDL I
SiflesSmenar QUMD INIMESHET LUDHMH SHLOOMSHE
Spdes Geuar(BL. BT erluR SWhHIsS&HE b
siflesdnmars SO af QsTH&esI GUTHEMTLD
UG Bal B&HG SHHGILD FIME. BT 85
Swom? BT BLOWLW SiPes Fnear ubml e
SANBaTLOT? B5C8sH6TeN&HEEHG BLLTH FRWTS
cfledL EaDAPRUITHISTET. SEUNIEID 6 SWHSHTSns
2 HATHGHEUTEL. SalcflwBHID 6TLLIQGIUIEDEITLD
BOBWLTH 2 @rur@Spg erearm UTFUGUTD. 8§
QM warwwnd. SLwwnHd GeuDHMuUmLBESTE
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BTD BUBHHTAOD @ETMTEH QTP 6(H LD T
MUUNBESE DS CTETETLD.

3.2. BLOF WWHS:

8B SUBHdrsmsl upMul cHeTsEsmISmeT ShiE
efleTsH@GGaumD. &g TTeveUfl L TaTEID 6(H UL DL &
seanflefl (single board computer) el o (peumdesiuLlL
earn. Selclupdresdd darsen erarayld Bredluler
Pl U puphdesmers QFWILD el alIgaIenLD
5HMGEHULLRMBEEDE. WPHSWIWTE DUSSTE,
Hean&q, wHnbL owEEGFu®D Spduweudmer
Snenen WWH LTSI LWeTUBSHID bUi6|sE mer
eTarm Smmermid. BBsT(H BUEFMEFSH BGHL(H SNenGHsH
Fn@eT GUESH 2 el epedDd SLOID 2 DTUITEH SAHHELD
wpeopub 2 enruledl g GUEEHSHE LTHMID LPEDMULD
eougsTar Bredl auflumres QsweuBGsSSLILBEDS.

3.3. SO GuU&LD BLOF SLOPE Sdhefl:

8ssmall BpOLELTE cmrurGdng. SB5HEs
STIeND f@Ge fleGsSS QTP &TSHarD
whHmId eTsSmEs @, eelulddmbs rRss
TATE@ID U@eImsE SpHUe [LURGDET &hE&
2 6TeTL&HUNBSEHCMTLD. BS5H5m&W Splia|dpwDEGeTT(H
cAsSLSiewirelled Bhgb @esSws Sreysefed BHgiD
OFISSEETSH QHIT6T (HLD GULHIAPEDDEDUIL|LD &8 (hH6k
@amuL LWaTU(GSSHEDG. WEHBWITES Slpail)
8hwpwnsl earugGa 88N &GS mer.

3.4. @&s@peiluLer erliLlg [MD 2 eFwmLL

GuUTHGDTLD?

865506l 2 MEERMLIL GUFMEFS SHAURTLDTEHE
Galsl GUTENG. BRiGeT Q&FTEEYLD 6UTEHE WIMI&Em6T
b6t Ufbgasmererl GUTEnG). Brhigser Q& Teararenss
Smugs aereoeol GuUTEDE. eTuUR 88 BLESDS?
8518a smdclar Swhdr Spuleilen Geumml ererenib.
HAibgO&sTeT@pld Seupsers [Hredl.
S5 Bredgeaver BOG Hredluled mmbD sfuimsL

GuFe &Ll

LweTUBRSSHSsasmeTer 6fl(HLSGMTD.

3.5. fl&ds spGaum® QSTLTL:

AsSluSiowur 506 I8 Geamssiul (B
Wereu@plo @seTcllger GUTRID L G&H6T6ll&HEhs &
SacflWBHTD BLOGE AUTMmISET &IHLD.

BT G&HLUG: wuledT@gern UDD CFTede) mish:

8r5 SupdHrb aFTduF:
(Mayiladuthurai) (wpery
SIDW&HHUULLE) BhFwmeilen, SOPHTEH LOTHe0SE 6
wulerGgHen WTaLLSHD 2 6Tem BHIauTHS

wulemB gD

LOTWEITLD  6rerm

SemeenUlL b, Holy Heoed BSITLSAWD SpELD.
uledser (B FEOM ETeTUSTE Lulem(BSewn erer
SIDP&&EILBEDE.

3.6. Mm@GET OQLrPAUWFLLY
QsTLILUBSSIGaTLD

BrellGum®

Wereu Pl sn@er GwmPlQuwWily HrelGuim(
BansslUl (B Saieflwbdrn Nareumomm BLGWMH
o eIWTBSEmS.

aflBHO Q&ML IS

KA TS

hindee mein kahen

Prasepd 2 ms sONWD BHT6TEHE o6TemGerTL
AL BeE Fminal eufmgerm

FAT JH 3R JFERT ATS el

TAH T & PTM W

33?2

kya tum aur tumhaara bhaee

kal raat ke khaane ke lie
mere ghar aaoge?

S HeDEOT BUEF QUIIBLOT
T 31T 37T ITHS Slel Tehol
872

kya aap achchhee tamil bol
sakate hain?

Briis erebedm B BHHWTe D THASHS BL556E
BuUTL BHESHGHTR Q6T GHLTD QEFTOMHhISETT

T 319 FHZ Sl Teohd & T

31T Tl TR # gl I 872

kya aap mujhe bata sakate

hain ki aap sabhee bhaarat
mein kahaan gaye hain?

SHELITED & TEDED) M

BIB0H Q0D B
Kenadiyan endu héli

B preverté@ earGarml (@ eufmiserT
o IF DI whSeara?

Nale nanna manege
baruttiya?
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Brae sremouie eTiur® Frulenserm
egg) LIVt SoLQeve?
Nivu beligge tindiddira?

@G QLTPAUWIUY a@Fdl UGEHSFH®
QETBSHSLILLL HADTSHS 2608 QLOMPGHEDETLD ShSHWw
Qurfseeru|d SWD afl ALTIHCUWLTSS WD

5550 @auelBSHTD CURAIEDLDSSILLIQHSSHDS.

3.7. llensev FrHanSHen Loenfl, BHTL&GET, LOTHLD

Guretp euFdsevari LweaTUBSS GauiD.

Nendev FTHESGHD 2 6Tem GBI, ST Sp&HW
asdsmerl UWaTUBRSS Gearaumumm 866 e
BOGWLTEH 2 eoruTBEms.

BID GsLug: @Uu el ereren

SaflwupHID AsFTealg): BUOUTIRg QWM&
Bp&@ GBI wree el (h el eeirug HLOIL D
BOUSH eeTm eflarmie

BID GHLLUG: BeTenans:@ eraan G55

Saielwbd b ST &S
SreLTuirss SmUsSS epaTDTDd QIIBLLD USSTLD
LTS U6 eaTDITLD [BTeT

0 & Ted 6l g :

gTamsemers SWfled LTHMN Seumenmi GUESleD
LIHNASDHSHS SLBEOTWTETIT® 6DU& ST efle
o HAMGSUULL SWOID eeadHemer wrHmID http://
robot.tamilnlp.com/py/convert_tamil_number.py
erarp Brell SecAwpHrsFo LweaTUBSSILUBE DS
Salamle] GNss GLOHS AUIHISEHHE &Tas
Renganathan 2023a.

SIEDEWT HTEDSHET

4. 5015 seanflafl Spuiefler erdismeoLd

855 (heoruledd eflerssliulBeTerur wWHHWLTS
warm gslewpsefled saflafladwl LweaTUBSSH S
G&MN&E B SAMSMHHE 5SS GauamBLD.
o seralug SUOIPTSHENa &LHmSHEDET LDETH 6D
QaTar(B AUTSHERSESS S &H9&s http://learn.
tamilnlp.com, https://www.tamilvu.org/ta/

seefl -6l UImGeT-Dpm@&EHO  GUTerm
Q&TLIT emuurs
SLWPWDHESHMETS QSTLIHS LIUIGTUTLLTETTSer 6
vwerur®@ el LHITE Q&g BeuPHer STEHDSH
Q&TLIBE eueTUU(SS Gauam(B. STarLTeusTsHs
S BosHu Spwessmar sangam.tamilnlp.
com, http://sangam.tamilnlp.com/mp/json/,
http://tamilconcordance.in/ @umeitm SeTaD LI
sraipserhiselen aleTsmss AsTLIHS Qsbleubss
Gauenr(ho. @MILLTES GshouTm eafl Qewwliu@GmD
SIR|SHEETsS SL(BepTWTSED Hreomsa)b ceueflull(Bs

wwoéser Beuenr (BLD.

SUID BO&H SpUIGITETI&HET LT &e6leuTilced
FOUBSHS GeuanT(BLD. epaTmmeugTs robot.tamilnlp.com
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Concept Index: From Literary Study to Cultural Study

Dr. R. Jeyaraman

ABSTRACT

Concept index is a systematic collection of the all notions
of a linguistic society. External objects including humans,
relations between them and incidents and also thoughts,
values, feelings, contexts of human being should be
recorded in verbal form systematically in the concept
index. Methods of language usage to be included in the
index. This index includes both form of meaning and
method of expression of meaning. It includes forming

of the meaning and history of the meaning. Historically
contemporary meaning of the words and modern meaning of
the words both shall be analysed. Cultural meaning should
be deconstructed and included in this index. Traditional
meaning should be analysed through the knowledge of
natural science and social science. Written language and
spoken language are two different types. In spoken language
sound, feelings of the speaker, context of the speech may
have additional or negative meaning. These are supra
segmental meanings or intonation meanings. Meaning is
always beyond words. Extra meaning is between language
and user of the language. Without the conscious knowledge
of the speaker and writer meaning can be expressed
regarding their gender, power, society, attitude and status.
This meaning should be verbalized. Language has more
meaning than words.

R. Jeyaraman
Thiruvalluvar University, Vellore.
jrjeyaramantvu@gmail.com

After parsing meaningful language categories can
be available. Language categories can be classified and
explained in grammar and lexicography. Noun meaning
index is prepared based on word index for Sangam
Literature and Thirukkural in Tamil. Dictionaries for
all Sangam literatures with grammatical explanation
are published by University of Kerala. The dictionaries
were prepared based on noun and verb categories, did
not considered the other categories like case, clitics,
tense marker and PNG markers. Nonverbal categories
are also more important in making meaning process.
These categories are more associated with human
mind and feelings. In literature and speech context
meaning of the language is limited and pragmatic
meaning and cultural meaning are unlimited. Pragmatic
meaning and cultural meaning should be included in
the concept index. Dictionaries, Meaning indexes and
Encyclopaedia cannot cover the micro level important
meanings. Meaning of the body language is also unique
to include in the concept index.

A couplet in Thirukkural is taken for example to
analyse for preparing concept index.

WTSTEIT TTUIELD BTHTES &ITEITSHET

BemsTUUT QFTedlpsG&U UlB (®mer. 127)
WUM-&T—6l-Sp—pT Sp--BeT-2.1D BT-ST-&-&
HT—6—Dh—FH—FHMTD

BFm-&T-UU-3T QFTOO-BWHEG-1U uB-2=

Parsing of the grammatical categories in the kural
are given above. Two sentences are in the kural, couplet.
Translation of the couplet is: “Whatever else you may
control, control your tongue, lest you should repent your
indiscreet words” (V. R. Ramahandra Dikkshitar 2000:
27). Sentence 1: Anyone may not control anything, but
control speech behaviour. Sentence 2: If any one cannot
control speech behaviour, he/she have to get blame
of the people and to save the embracement situation.
Link morph, increment, release vowels are important
to describe structure of the language. Structure of the
language is also concept.

Nouns — pr Tongue, Ger, agréd word, 8wse, wr
interrogative pronoun

Verbs — s control, protect, prevent (4), @, to become,
u@® auxiliary verb
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This kural has cause and effect meanings. Cause is
a previous event. Effect is a continuous event. Time is
related in the cause and effect. Both meaning can be
included in the concept index. Kaa is an intransitive
verb. All nouns followed by accusative case marker
and intransitive verb kaa should be collected and
classified. Disease control, fort control, birth control,
price control and other type of control to be collected
and classified. These meanings can be included in the
concept index. Prevent, protect, save like these verbs
overlapped with control. Overlapping meanings can be
analysed and included in the concept index. Controlling
tongue has two meanings: 1. food control, 2. speech
control. Kural says speech control in this context. All
grammatical meaning are important for concept index.
All types of noun followed by various case markers
should be collected and classified. On the basis of cases
the meanings of nouns to be explained in the concept
index. bow, spear, vessel are instrumental meaning in
the lexical category. The third case in Tamil has source,
through, instrument and agent meanings. Finger, cloth,
eye, book, brick can be instrument in sentences. These
meanings are derived from grammatical categories.
Accusative case, sociative case, ablative case, locative
case and other such cases can determine the meaning
of the nouns. Tense marker can determine the meaning
of the action or verb and the agent of the action. A
character may use future tense marker than other
markers. Another character may use optative form of
verbs than other verbs. Some characters may use polite
form of words in their speech. Few characters may use
negative verbs. In ethical literature more negative verbs
are used by poets for valid reasons. These differences
can help to identify the behaviour and concept of the
characters. Tamil is an agglutinative language. Every
bound morpheme has unique meaning.

Lexical meaning, cultural meaning and grammatical
meanings are important to concept index. Two poems
are taken to explain for preparing concept index.

ApAé> pdmrein LpH Benoeen

wrenr® 2 em@eaT e 6fleneyd; 6reTLSET
wirer(® 2-eme SHhuleid SHBGUI6T; LD
Ll G&img GUTSW SH6oSiemer BUTE
Gararmieuer WLTEST, CUTTE SHeTHSTGe.

(UppreTD. 86)

You grasp a fine pillar in my small house
You ask me “where is your son?”

I do not know where he is.

Like a mountain cave that a tiger
In-habited and abandoned,

is this womb which gave birth to him.
He will appear on the battle field. — (vaidheki)

SIQETTHS THSU ueTpene SeTfab,

Qurer@my Guefl, weanllullar STPHS

BOGBBMH Sabsed HOTowWT® il

B&560 ebLwd LLGCsHL 2!

Baa@B sereflar @evpSian QBBHESTEH

Q&THDE G&TRT QsTHGTL Lanf@wr

Qaa s (5 wremearll Guery &LpGeumen

LeDLpuI6 Beued eMUISE Siemem Her

Hewpwim Berawmfl CsmMu el Gs. (Bhmlevenr. 10)

Even when (her) beautiful breasts, looking
upwards (and) eminent, slacken
on her who has come to believe in your unfailing
good words,
like in the success of the spear of Palaiyan,
lord of Poor with white-tusked elephants,
when the Konkars were humbled by the
victorious Coolars
with jewl-adorned long chariots (and)
sweet strong toddy,
(and) if (she) ties, because of whiteness,
(her) good long tresses
which hang down without jewels on (her)
gold-like body
-beware of leaving (her), o man from village
rich in flowers.
— (Eva Wilden 2008: 79)

Literary meaning is emerging from Linguistic
meaning. Word order in the sentence, selection words of
the sentence may have different meaning from normal
meaning. Author’s gender, social, cultural, regional
and historical back-rounds have different meanings.
Author’s intentions can have some other meanings.
Figure of speech may have internal meanings. All
meanings can be included in the concept index. Each
literary genre have some specific method of meaning
expressions. The above mentioned two poems from
Sangam literature belong to agam and puram genres.
Knowing literary tradition is essential to make concept
index. A women/girl asked the neighbour women mother
where about of the later’s son. The mother answered
about her son warrior. This is the content of the poem
(puram. 86). Feelings of the mother can be included in
the concept index. Proud, confident, comparison and
doubt are important to this index. Mother- son relation
and citizen — king relations, war activity of the king,
role of the female citizen are also important.

In the agam poem (naRRinai. 10) loyal girl friend
of the heroine told some advices to the hero about
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heroine’s well future. She is comparing between present
young love relation and old age life relation. Conduct of
the hero should not be changed. He should not lose his
oath. In this poem through the aesthetic point of view
describes the body parts of the young heroine and in the
future of old heroine. Breast, hair and skin of the lady are
described in the poems. Through the description these
are the aesthetic concepts of the old sangam period.
These concepts are not changed still now. Possibility of
the departure of the hero from heroine is alive in her
girlfriend mind. Status of the women in ancient society
is depicted in this poem. Feminist and post-modernism
point of views this may have extended meanings. Poet’s
intention is to praise Palaiyan, the king. Through the
simile poets include the king’s war skill in the poem.
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For more interpretations in both modern and old
literary texts need literary and art theories. Textual
theories, narratology, discourse, rhetoric, structuralism,
de-construction, semiotic are some of the theories for
helpful to make concept index. In computer analysis
these type of meanings cannot drawn through word
index. Key word index is little helpful. Words are the
way of all the meanings. Word indexes can be prepared
through drawing, photo then videos, movies. In future
events directly converted into word forms. Now face
recogniser through CCTV cameras, lie detector, speech
to written form converter, written form to speech
converter are available in the technology field.

Concept index can have more meanings than
dictionary, meaning index and encyclopaedia. Language
computing can be helpful to this concept index.

Chennai: The Adyar Library and
Research Centre
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Domain Adaptation of Bidirectional Neural Machine Translation system

involving Tamil to Telugu

Yash Bhaskar, Nagaraj V, Vandan M, Dipti Misra Sharma, Parameswari Krishnamurthy

ABSTRACT

Machine Translation (MT) has evolved significantly, and the
development of domain-specific systems has become pivotal
in improving translation accuracy. Constructing effective
domain-specific machine translation systems requires a
comprehensive understanding of domain terms and their
precise translation. This article explores the significance of
domain term identification, and building domain adapted
Tamil-Telugu machine translation systems. In the context of
Tamil and Telugu, experiments are conducted using a neural
machine translation (NMT) system, IndicTrans2, across five
domains. The experiments show that fine-tuning NMT with
domain terms significantly enhances the translation quality.
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1. INTRODUCTION:

Machine Translation (MT) has witnessed significant
advancements in recent years, with the development
of domain-specific systems playing a crucial role
in enhancing translation accuracy and relevance.
Building domain-specific machine translation systems
requires a thorough understanding of domain terms
and their accurate translation. This article delves
into the importance of domain term identification for
constructing effective machine translation systems
involving Tamil and Telugu, prominent Dravidian
languages.

The term ‘domain’ refers to a specific situation or
a state in which a group of people share a common
knowledge on a particular subject matter. The domain
terminologies in each domain are restricted within its
domain boundary differentiating one domain from the
other. A domain term refers to a word or phrase specific
to a particular industry, field, or domain. Domain term
identification is a critical step in the development
of domain-specific machine translation systems.
Identifying and translating these terms accurately is
essential for ensuring that the machine translation
system produces linguistically and contextually relevant
output in specialized domains. In essence, domain
term identification involves systematically interpreting
word meanings in both the source and target languages
within the context of a particular domain. It helps in
the identification of terms specific to the domain and
greatly contributes to NLP applications and in the
language translation process.

2. CHALLENGES IN DOMAIN TERM
TRANSLATION

Generic translation models may struggle to capture
the intricacies of domain-specific content, leading to
inaccurate and contextually inappropriate translations.
There are confusions among researchers with domain
terms and named entities. Domain terms and named
entities are both essential linguistic elements, but they
differ in their scope and significance within the context
of natural language processing and machine translation.
Domain terms encompass words or phrases specific to
a particular industry, field, or domain, serving as key
identifiers within specialized vocabularies. These terms
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contribute to the precision and fluency of translations
in domain-specific contexts. On the other hand, named
entities refer to specific objects, individuals, locations, or
organizations that hold unique identities. While named
entities can be domain-specific, they extend beyond
specialized terminology to include proper nouns and
entities with distinct characteristics. Both domain terms
and named entities play crucial roles in the accurate
representation of information, and their identification
is integral to developing effective language models,
machine translation systems, and other natural language
processing applications.

As domain terms are specialized terminologies
related to the field, translation of the same into the
target language is likely to face challenges, especially

in cases where the terminologies exhibit Polysemous
and homonymous meanings. While the former deals
with words having multiple senses that are related, the
latter deals with meaning senses that is unrelated. While
evaluating domain terms in the given translations,
we came across semantically unrelated words in the
target language in each domain in terms of polysemy
and homonymy. This is mainly due to the fact that
Polysemous words in one language do not find their
direct mapping in other languages in general.

Consider the example given in Table-1 for
homonymous word forms in English translated
into Tamil and Telugu. The term intelligence is a
homonymous word which has three distinct meanings
in different domains in Tamil and Telugu.

Domain Explanation English Sentence Tamil Sentence Telugu Sentence
Cognitive Mental capacity for Intelligence is salulléd GauHnELm 395 AHTETRADE
Science learning, reasoning, crucial for success
o . 9 <99
problem-solving. in academics. S pleysSmid S BODTIE
WpHAWITETS). S0 S F eoen S
30097 Ab, 855°.
Artificial Simulated intelligence in [ Artificial intelligence | g 4, Dens pedreRTlay, | HBT 5 0T
Intelligence | machines and computer |is revolutionizing -
. . . 9«9 “ 9
systems. various industries. uGoumy Glpmiflsdsaflsd |57 DEE S
yriAevw ghu@ S 3°5F 038" H¥oK™
HADS). ST 0’
Military Gathering and analyzing | The Intglligeqc? o aTeys SIOD TS FoL " ST T
information for defense | Bureau is India's . ) . . = B )
purposes. domestic intelligence | @bglwrallsr o_drpTi () | @ ABIE™ &I7E
arm. > erayts (Nfeur@in. S8 TH0 P an
KrEs™8 X%g5Ko.

Table 1: Homonymous domain terms
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Besides homonymous word forms, Polysemous
word forms as well pose challenges in the domain
term translation process. Consider the examples given

in Table-2 for the word depression in English and the
equivalent word form in Tamil and Telugu in different
domains.

al Disorder

condition.

her with clinical

LOHSSHIUT 61 EHS S

Domain Explanation English Sentence Tamil Sentence Telugu Sentence
Clinical State Feelings of Kumar has been G e LTShsaTs |35 855 s
Science persistent sadness and struggling with - -
hopelessness. depression for several | 1067 S RS5SSIL6st STOONT &S ETRAS
months. Gurrmig euwADT. &7 eSS T 50
Psychologic | A serious mental health | The doctor diagnose ;3:65?01)3 &3 €555

55 0°3%50F 5omo80%%

addition.

depression in freezing
point.

Gaitiig o sopuiss
Lsireflufled

I WSFE G Pau
STHUBSSILD.

depression. O(hSGIe DQTSHBeTid
B mriLess .85 8°65°8™°
ST Bl b T 2RSS e e
3°85 58085
Economics | Prolonged economic The country is BT6H HEHoWLTeT 5550 $05F S essT s
decline with high experiencing a severe -
unemployment. economic depression. CuT@meTTSTT ™ol abo
whgHleaew FhHss |NEST 5 o0l
ENGEJIETR
Physics and | Area of low atmospheric | A low-pressure GODHS STHD 0S5 o 555550 %50 5.7
Meteorolog | pressure. depression is moving s
y towards the coast. STPa UGH semremw  [So0d 0.
Crrsd haTHlDS.
Chemical Lowering of freezing The addition of a D[ HPTEDOF L 5T 5mSemsT S
Science point due to solute solute causes a

§@b&o Sod
KesF esBest o™
5T 85T H00™ g,8T &°%°

NSE HeEos808°.

Table 2: Polysemous domain terms

As some of the language properties such as polysemy
and homonymy are inherent to any natural language, it is
necessary to disambiguate words with multiple meanings
for the right interpretation of its sense in relation to the
context. Since the domain term identification process
facilitates systematic interpretation of word meaning,
it is employed in disambiguating Polysemous and
homonymous domain words. Therefore domain term
identification is considered as an indispensable process
through which word interpretation can be effectively
achieved in their respective domains which in turn

helps in accurate translation of the domain terms into
the target language.

3. DOMAIN TERM IDENTIFICATION IN
TAMIL-TELUGU

Domain term identification ensures precision in
translating content within a specific domain. Various
efforts are put into building domain-specific MT
systems for different languages (Arcan, M., et al.,
2014; M. Amin Farajian et al., 2017; Hu, J., et al. 2019;
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Elise Michon et al., 2020). It is found to be necessary
to build a domain aware machine translation system in
the context of Tamil too. Terms and expressions that
hold domain-specific meanings play a pivotal role in
conveying nuanced information accurately.

We conducted experiments to investigate how a
neural machine translation system handles domain-

specific  translation for low-resource language
pairs, specifically Tamil to Telugu. We constructed
small yet significant domain corpora for Tamil-Telugu
language pairs across five domains. The details of the
developed domain corpora, including sentences, tokens,
and domain terms for each domain, are presented in
Table-3

Domain #Sentences #Tokens

(Tamil / Telugu) #Domain Terms

(Unique Count / Total Count)

Agriculture 5014 49846 / 50821 5097 /12113
Education 5182 54490 / 56558 1752 /3758
Government 2769 35010/ 34410 3848 /9814
Health 2507 23977 /23740 2724 /6034
Science 2684 29861 /29973 5007 / 11537
Total 18156 193184 /195502 16138 /43256

Table 3: Domain Data Developed for Tamil-Telugu

Additionally, we created a total of 500 sentences
for development and testing data across these domains.
Our experiments were carried out using the state-of-the-
art system IndicTrans2 (Gala, et al. 2023). We report
the BLEU ((Papineni, K. et al. 2007) and ChrF scores
(Popovi¢, M., 2015) for the Tamil-Telugu translation
direction on the Flores test set ((Costa-jussa, et al. 2022)
as 17.7 and 49, respectively.

4. DOMAIN ADAPTATION OF TAMIL-
TELUGU NEURAL MACHINE
TRANSLATION SYSTEM

We utilized the aforementioned training data to
customize  the  indictrans2-indic-indic-dist-320M
model. Employing the LoRA (Low-Rank Adaptation)
technique for fine-tuning, we efficiently adapted pre-
trained models to specific tasks or domains. LoRA
accomplishes this by freezing the pre-trained model
weights and introducing trainable rank decomposition
matrices into each layer of the Transformer architecture,
thereby significantly reducing the number of trainable
parameters for downstream tasks. In our experiments,
we conducted a single LoRA adaptation for all these
domains, resulting in a substantial reduction of the
number of trainable parameters and GPU memory
requirement. The LoRA parameters used for our fine-
tuning are detailed in Table-2.

Parameter Value

lora target modules q_proj,k_proj,v_proj

lora_dropout 0.05
lora r 8
lora_alpha 32

Table 4: LoRA parameters for our fine-tuning

5. RESULTS

We assessed the performance of our model using
four different methods: BLEU, ChrF, Comet (Rei, R.,
2020) and a novel metric that examines domain term
coverage in the translated text.

Given that we have already annotated domain terms
in domain corpora, we verify whether the marked terms
on the target side in the reference data are present in
the model's translation. This coverage is denoted as a
percentage in Table-5.
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Model Type Bleu CHRF COMET | Domain Term coverage (%)
Baseline

(indictrans2-indic- indic-dist-320M) 5.397 37.9849 0.7574 21.8442

Fine-tuned (5 Epoch) 8.337 43.8809 0.7497 24.17072

Fine-tuned (10 Epoch) 8.142 44.9808 0.7513 26.59594

Table-5: Overall Performance

These results suggest that extended fine-tuning
positively impacts the model's overall performance,
reflected in improved scores across the evaluated
metrics. Notably, the novel metric addressing domain
term coverage offers valuable insights into the
model's proficiency in incorporating domain-specific
terminology into its translations.

6. CONCLUSION AND FUTURE WORK

Any Machine Translation system that is trained on
huge data, learns from the vast variety of data. But it is
of no guarantee that it performs on all domains. In this
paper by human and automatic evaluations it is evident
that domain adaptation is needed and can improve the
results. The main advantage of domain adaptation is the

MT system that can be fine tuned to train on any domain
provided there are domain terms. While MT systems
trained on extensive data offer versatility, domain
adaptation is crucial for improved performance across
diverse domains. The inclusion of domain terms in MT
systems facilitates learning specific domains, enhancing
translation quality. Future work may focus on building
domain adapted machine translation systems using
domain terms involving Tamil and other languages.
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A Novel Input Method for Tamil

Baskaran Sankaran

ABSTRACT

The present input methods for Tamil, while providing robust
support for using the language in Computers, mobile and
other devices, have several shortcomings. We explore the
current input methods and discuss their shortcomings in
detail. We seek to design a new Input Method for Tamil

that overcomes these issues and provides a consistent and
seamless experience across different devices with varying
form factors.

Unlike existing keyboards, we consider the Phonemic nature
of the Tamil script by using the vowels and pure consonants
as the base units. We performed an extensive statistical
analysis of Tamil characters from large Tamil corpora

to understand their frequencies. This analysis together

with the language heuristics were then used to design an
optimal keyboard layout across dominant and weaker finger
positions to enable faster input and to reduce the finger
movements in touch typing.

Finally, we compare our proposed Tamil input method with
existing approaches and show its advantages over the others
in an objective manner.

Baskaran Sankaran

Maadhyamik Technologies
baskaran@maadhyamik.com

1. INTRODUCTION

Presently there are 3 predominant input methods
that are in wider use.

e  Anjal-style transliteration
e Tamil99
e Google Keyboard (GBoard)

The inadequacy of existing Input methods for Tamil
has been studied several years ago (Sendhil Kumar
Cheran et al. 2004). More recently, Elango Cheran
(2022) expanded on this and published a detailed blog
post in expounding his idea of exploiting the phonemic
nature of the Tamil alphabets for the new Input method.

We take a similar approach and design a new
Input method. However, unlike Cheran’s proposal, we
design our keyboard layout based on the frequency
analysis of Tamil characters from a large corpora. This
strategy enables us to decide the key position for Tamil
characters so that frequent characters can be placed on
the dominant finger positions. Secondly, unlike some
existing layouts, ours is fully compatible with the
QWERTY layout for the placement of punctuations and
symbols, thereby enabling easier, seamless transition
between typing in Tamil and English.

Several studies (Fagarasanu and Kumar 2003;
Naomi G. Swanson et al. 2018; Thomsen et al. 2008;
Van Tulder et al. 2007; Wright and Atkinson 2019) has
investigated the occupational hazards in work settings
and has determined some link between the typing in
workplace and Repetitive Strain Injury (RSI) or even
Carpal Tunnel Syndrome (CTS).

Some studies (Erich Grunewald 2022; Naomi G.
Swanson et al. 2018; Shich and Lin 1999) has also
focussed on different keyboard layout designs by
considering several typing related metrics such as
hand alternation, load distribution between both hands,
same hand roll combos, weaker (pinky/ little) finger.
We consider these metrics throughout our design
effort in trying to develop an optimized keyboard
layout with better ergonomics, while dealing with
varying constraints imposed by these metrics. To our
knowledge, this is the first work that looks into these
factors in designing a input method for Tamil.
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Overall, this enables faster typing and at the same
time reduces typing stress/ fatigue on fingers. We also
evaluate our new phonemic layout with two existing
input methods on some empirical metrics.

2. TAMIL INPUT
SHORTCOMINGS

There are several disadvantages to the existing Tamil
input methods.

METHODS:

Unnatural Design: In Tamil Consonant Vowels
such as ‘s’ and ‘evg’ are generated by the combination
of pure consonants ‘s” and ‘s’ with the vowels ‘@’ and
‘@’ respectively. Thus the Vowels and the Consonants,
which form the basic units of the sounds (phonemes)
in Tamil, should be the basis of designing a good
Input method. Several Input methods including the
Tamil99 follow the unnatural design of Vowels and
Consonant vowels (CV) such as ‘s’, ‘m’ and ‘s’, as the
basic units in the Keyboard. To be fair, this design
came to be used, because these CV characters. One
of the unintended consequence of this design is that
this can produce illegal character sequences in Tamil
such as vowels followed by vowel modifiers (such
as™ ‘pulli) eg. & or with dangling consonant vowel
modifiers.

Transliteration Dependency: Anjal and other
transliteration keyboards presume users to be familiar
with the English alphabets and require them to
transliterate the Tamil sounds to one or more English
character sequence. The user will actually be inputting
the Tamil words in transliterated English letters, which
are then mapped back to Tamil by the keyboard engine.
This method is hugely popular primarily due to the high
English literacy among the Tamil speaking population
around the world. However, we believe this is doing
more harm because the new speakers no longer have
to learn the script but only the sounds in the language.
Another disadvantage with this approach is that there
are multiple ways to represent a Tamil character in
English, because of the variations in the sounds in the
two languages.

Non-adherence to QWERTY layout: Most of the
Tamil keyboards do not adhere to the widely-used
QWERTY layout in terms of the key positions reserved
for punctuations and other symbols in the keyboard.
These Input methods assign Tamil characters in these
positions. Consequently, the bilingual users using
QWERTY will find it difficult to switch back and forth
between English and Tamil typing and they will be
forced to learn and follow the different key positions
for typing punctuations and symbols while using Tamil.

GBoard Design Incongruity: The Google Keyboard
or GBoard for Tamil is the soft key layout launched

for touch devices. It lays out the Vowels (@1, @.. &)
and Consonant Vowels (‘a’ aflews CVs such as s,
M, &.., a2, an) in a 9x4 matrix. The vowel characters
panel on the left changes every time a consonant
vowel is pressed to show its other CV variations.
The layout uses a simplistic sequential positional of
characters in the alphabet, without any concern for
either optimizing finger movements or the character
frequency based layout design. Combined with the
incongruity of ever changing vowel panel, GBoard’s
design choice is probably the least efficient Tamil
key layout in use. Further this layout is limited to the
touch interfaces and may not be readily adapted for
keyboard based input.

3. DESIGNING A NEW INPUT METHOD
3.1 Design Principles

We wanted to design a new Input Method for Tamil
that address the shortcomings in the existing one and
also make it easier to learn the new method with a short
learning curve. Based on our research, we decided on
the following design goals for the new Input method.

1. A design that adheres to and exploits the
Phonemic nature of Tamil, taking the phonemes
as the basic unit

2. Frequency analysis of base phonemes and
consonant vowel combination in order to achieve
an optimal design that speeds up touch typing
in computers and equivalently reduces finger
movement in touch devices

3. Intuitive arrangement of keys to make the
learning easier that is consistent across different
platforms and devices

4. Prevent any illegal character sequences in the
output text

5. Maximize compatibility with the QWERTY
keyboard to make the transition between English
and Tamil typing seamless and easier.

6. Eliminate the forced requirement for the user to
know other script/ language and instead facilitate
typing in the Tamil script

Further, we seek to carefully consider typing related
factors such as hand alternation, load distribution
between both hands, same hand roll combos in our
design. As far as we know, this is the first work that
looks into some of these aspects in designing a input
method for Tamil.

It should be noted that, the same design principles
could be used for designing better Input methods for
other Abugida languages as well.
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3.2 Tamil Dataset

We started the design by identifying Tamil corpus
data for doing usage frequency analysis of the characters
in the language. We identified large enough corpora
(approx. 537M words) from mainly two different
sources as below:

e Kaggle - Tamil Language Corpus for NLP '
o  Tamil Articles Corpus
o  Tamil New Corpus

o  Tamil Language Corpus

e  Github - Opensource Tamil Corpus *
o  Tamil Wikipedia
o  The Hindu Tamil corpus

3.3 Frequency Analysis

Our goal is to understand the usage frequency of
basic phonemes as well as for the full set of Tamil
alphabets: vowels, consonants and the consonant
vowel (CV) combinations. Once we understand the
usage frequency of the phonemes and the full set of
alphabets, we can exploit this information to design
the keyboard layout. It should be noted that we
have omitted the Sanskritized characters (auL@wmyl
erW&EI&ET) &, Ut ae etc. from this analysis.

Figure 1 shows the frequency analysis of all Tamil
characters across 3 categories: vowels, consonants
and consonant-vowels (CV). Among the top-10 most
frequent characters, we have 5 consonant vowels and
4 ‘s’ ending CVs and

1. Consonants: b, 5, &, & and e - 349.13M
2. ‘s ending CVs: s, & v and & - 306.19M
3. ‘e’ ending CV: g - 64.63M

Thus by using the base phonemes (vowels and pure
consonants) for our keyboard layout, would result in a
saving of nearly 43M keystrokes for this dataset. Now
consider two more heatmaps i) by characters ending

with vowel sounds (column-wise sum of the above
heatmap) in Figure 2 and ii) by the characters for each
consonant-vowel series (row-wise sum) in Figure 3.

Notice that the pure consonants (right-most cell)
tend to be more frequent than any consonant vowel
series. Here again by using the basic phonemes as
the keys instead of the ‘=’ ending consonant vowels,
these pure consonants can be typed with a single key
press as opposed to two presses, saving about 37M
keystrokes on this dataset. Also notice that the vowels
and CVs ending in short form vowel sound are much
more frequent than their long form counterparts.

Using the frequency statistics of the Vowels (first two
in the first heatmap) and the Consonant vowels above,
we can design optimal keyboard layout to minimize the
movement of fingers and to use the dominant fingers
for the high frequency phonemes. The next section
discusses the design decisions and explains our Tamil
Phonemic keyboard layout.

4. PHONEMIC
DESIGN

As we mentioned earlier in our design goals, we
want the new keyboard layout to be easier for the
users to learn and use across different devices with
varying form factors. Given the constraints of available
keys (in QWERTY layout) and total required keys to
accommodate Tamil characters and symbols, we had to
make certain design decisions in the character placement
to the different key positions within the layout.

KEYBOARD LAYOUT

1.  We want to use home row of the keyboard for
the Vowels as well as some high-frequency
Consonants in Tamil.

2. We want to use home row of the keyboard for
the Vowels as well as some high-frequency
Consonants in Tamil.

3. We also believe that the key positions
corresponding to the dominant fingers (index
and middle fingers) in two non-home rows
should take precedence over the home row

1. https://www.kaggle.com/datasets/praveengovi/tamil-language-corpus-for-nlp

2. https://github.com/ajithalbus/TamilCorpus
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Fig-1: Tamil Characters - Frequency Statistics Heatmap
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Fig-3: Tamil Consonants - Frequency Statistics Heatmap

Fig-4. Our proposed Keyboard Layout for regular (top) and shift (bottom) faces

keys with weaker fingers. We’ll be using this
later in optimizing the character assignment to the
key positions. Given the high frequency of vowel
characters (in standalone or CV forms), we have
retained most of the vowels (except for & and ger)

in the left hand-side of the home row. The frequent
vowel @ has been assigned to the dominant left-hand
finger position (key position ‘G’ in QWERTY) and the
other short form vowel letters are assigned in the right
to left order in the same row. The corresponding long
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form vowels have been assigned to the same keys in
the Shift row. Both these factors together, allow for
easier key position recognition for the users thereby
reducing the cognitive load for the users in trying to
find the keys.

Several other Tamil keyboard layouts have also
assigned the vowels on the left side. However, unlike
the other layouts, our assignment is based on the usage
frequency and finger strength. For example, most
layouts including the Tamil99, has assigned @i to the
key position of ‘a’ in QWERTY. However, given its
very high frequency, this adds significantly more load
on the left-hand weaker (pinky) finger.

In the next step, we have allocated most of the
consonants are going on the dominant right-hand side
of the keyboard given their high frequency. Thus, for
typing the most of the CV combinations, the user will
be using both hands, thereby enabling hand alternation.
This allows the CVs to be typed efficiently by a mix of
both hands, without making the same hand/ finger to
move to a different position for typing a single character.

Based on our observation #2 above, the frequent
Consonants starting with ‘s’ and ‘s’ are assigned to
the dominant finger positions in the home row and
the rows above and below. We assign the rest of the
consonants to the successively weaker key positions
in the decreasing frequency order.

We then specifically considered the case of
aweederd (nasalized consonants), which are typically
be followed by the corresponding eucvellaro (plosive/
stop consonant) in Tamil. Thus, it made sense for us
to place these nasalized consonants on the left side
of the keyboard (above and below the home row) so
that the following euevedlerio can be typed with the
right hand. This encourages hand alternations for
BLeUWsSg combinations (such as ms, epe etc.), which
occur frequently in the Tamil corpora.

We made an exception for ‘b’ and assign it to the
dominant key position on the right side, due to its high
frequency in both Consonant and CV forms.

Some of the frequent bigram CCV forms include
consonant combinations of &, 0, ap etc., which
involve hand rolls (multiple keys typed with the same
hand in a single movement) thereby reducing frequent
hand alternation.

On the Shift key layout, we assigned the Tamil
numerals right below the roman numerals to make the
typing intuitive and easier. Additionally, the Sanskritized
consonants and other Tamil symbols are assigned on
this Shift layout.

Figure 4 above shows our proposed Tamil keyboard
layouts for the regular and shift faces. Our design also
achieves reasonable balance between the load/ fatigue
on both hands, making it easier for the average users
and particularly more so for the left-handed users.

We now present some analysis of our keyboard
layout against two well-known input methods using few
objective metrics.

4.1 Typing Effort: # of Keystrokes

Based on the keyboard layouts for the three input
methods, viz Anjal transliteration, Phonemic and
Tamil99, we analyzed their efficiency and ease of
typing in two ways. We first calculated the number of
absolute keystrokes required to type the Tamil words in
the above corpora of 537M words used in this work. To
keep the analysis simple, we ignored the punctuations
and any non-Tamil words/ characters for this. We also
ignored the shift key here because the shift key is pressed
simultaneously with the key following it. Here are the
absolute number of keystrokes required for typing the
above Tamil corpora by the 3 input methods.

e Anjal: 4,470,795,879 (4.47 B)
e  Tamil99 : 4,124,838,873 (4.12 B)
e  Phonemic: 4,045,040,635 (4.04 B)

Our new Phonemic method requires the least
number of keystrokes among the 3 methods we
use for comparison; specifically it requires 80M
fewer keystrokes than Tamil99. This is because, the
pure consonants are usually frequent than their CV
combination. In contrast, Tami99 layout requires
an additional keystroke: “ ° (pulli) for inputting
pure consonants. For Anjal, we used the standard
transliteration mapping as suggested in the Sellinam
app, thus requiring two keystrokes for each long
vowel as well as for long CV combinations.
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Fig-5. Typing effort on different key positions: Anjal (top), Tamil99 (middle) & Phonemic (bottom)

4.2 Typing effort on different key positions

We now analyze the heatmap on the keyboard
layouts of the three input methods to see which keys
are typed in more frequently and their relative position
in the keyboard. We plotted the heatmap on the 3
keyboard layouts separately for this analysis. As above,
we ignored the punctuation marks and non-Tamil words
to keep this analysis simple. However, we considered
the shift key in this analysis.

We can understand that, a layout will be easier for
typing if the frequently typed characters are i) in the
position of dominant fingers of either hands or ii) in
the home row of the keyboard. The Anjal keyboard
is clearly the least efficient option as the most of the
frequently used keys are outside of the dominant finger
positions of the keyboard.

As shown in Figure 5, unlike in Tamil99 layout the
frequent characters are mostly placed in the dominant
finger positions in our new phonemic keyboard, which
makes the typing easier. The dominant left and right
index fingers positions (in all 3 rows) alone account for
61.22% and 46.32% of the overall typing in Phonemic
and Tamil99 keyboards respectively. This difference of
15% is significant and makes the Phonemic layout a
better (in terms of ease of use) option than the Tamil99
keyboard.

We then look at the percentage of typing for the keys
in the home row, which is the usual resting position for
the hands when not typing. It thus has the advantage
that the user will not have to move their hands from
its resting position. If we only consider the home row
typing, our new phonemic layout accounts for 58.33%,
while the Tamil99 is slightly better with 61.83% of
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overall typing. We believe this small difference of home
row typing is far outweighed by the advantage gained
in the Phonemic keyboard layout by the dominant
index fingers across all the rows. In addition to the
efficiency in typing, the new Phonemic keyboard layout
offers other advantages over the Tamil99 keyboard as
discussed earlier.

5 CONCLUSION

We have proposed a new phonemic-inspired
keyboard layout for Tamil typing which has strong
advantages over existing Tamil input methods. Our
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Design and Development of a Neural

Machine Translation System for Kannada — Tamil

Dr. B.Ashwath Rao

ABSTRACT

Kannada and Tamil are two of the Dravidian Languages
spoken majorly in the South Indian states of Karnataka

and Tamil Nadu. Both these two languages are scheduled
and classical languages of India. Though both these two
states are neighbors there is very little work done in the
translation of text, and speech from one language to
another. Machine translation refers to the use of computer
algorithms and technology to automatically translate text

or spoken words from one language to another. The goal

of machine translation is to facilitate communication
between people who speak different languages by providing
quick and reasonably accurate translations. Rule-based
Machine Translation, Statistical Machine Translation,
Neural Machine Translation, and Transfer Learning in
Neural Machine Translation are some of the techniques

in Machine Translation. As part of a funded project titled
“Discourse Integrated Dravidian Language — Dravidian
Language Machine Translation Kannada-Tamil”, we have
developed a bi-directional Neural Machine Translation
system. The system uses sequence a sequence mapping
technique to translate from the source language to the

target language. The tokenized word is encoded first and
then transferred using a decoder. The system also uses an
attention mechanism to focus on the region in the input
sequence during learning. We have used Byte Pair Encoding
(BPE) in encoding the source language text. We have trained
the system on parallel corpus in a computing environment
with a Graphical Processing Unit. We have also trained
further on the publicly available parallel corpus. The total
number of sentences in the training corpus is 24,98,652. The
system is evaluated using BLEU, ChrF2, TER, and COMET
evaluation metrics. We have obtained a BLEU score of 5.0,
ChrF2 score of 36.2, TER score of 83.2, and COMET score
0f 0.7438 on Flores Test data in Kannada-Tamil translation.
On the other hand, in Tamil-Kannada translation on Flores
test data, we obtained a BLEU score of 4.4, ChrF2 score of
33.0, TER score of 83.7, and COMET score of 0.6655. This
is the first neural machine translation system from Kannada
to Tamil to the best of our knowledge

Dr. B. Aswath Rao,
Associate Porfessor, MIT, Manipal , Karnataka.
ashwath.rao@manipal.edu

INTRODUCTION

The Dravidian language family is one of the world's
major language groups, primarily spoken in Southern
India and certain regions of Sri Lanka. The Dravidian
language family is known for its linguistic diversity, with
around 80 different languages and dialects. The major
Dravidian languages include Tamil, Telugu, Kannada,
and Malayalam, spoken by millions of people across
South India. Predominantly spoken in Southern India,
Dravidian languages have a significant presence in the
states of Tamil Nadu, Andhra Pradesh, Karnataka, and
Kerala. Tamil, in particular, has a rich literary tradition
and is one of the oldest living languages in the world.
Dravidian languages are characterized by agglutination,
where prefixes and suffixes are added to the root words
to convey meaning. The languages exhibit a subject-
object-verb sentence structure, in contrast to the
subject-verb-object structure of Indo-Aryan languages.
Tamil, one of the classical Dravidian languages, has a
history dating back over two millennia and boasts a vast
body of literature, including the Sangam literature. The
Dravidian language family has contributed significantly
to Indian culture, philosophy, and art. Each major
Dravidian language typically has its own script. Tamil
uses the Tamil script, Telugu uses the Telugu script,
Kannada uses the Kannada script, and Malayalam uses
the Malayalam script. Beyond India, the Dravidian
influence extends to Sri Lanka, where Tamil is spoken
as a major language. Dravidian languages have also
influenced the cultural and linguistic landscape in
Southeast Asia. Dravidian languages continue to play
a vital role in contemporary India, both socially and
politically. Efforts are ongoing to promote and preserve
these languages, including initiatives for education and
cultural enrichment.

Machine Translation (MT) can be defined as an
automated system that analyzes text from a Source
Language (SL), applies computations to that input, and
produces equivalent text in a required Target Language
(TL), ideally without any human intervention (Koehn,
2010). It is one of the most interesting and challenging
problems in the field of Natural Language Processing
(NLP). The two primary challenges in machine
translation are adequacy and fluency. Adequacy focuses
on developing a system that accurately represents the
ideas expressed in the source language into the target
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language. Fluency, on the other hand, emphasizes
representing those ideas grammatically.

Kannada and Tamil are two of the Dravidian
Languages spoken majorly in the South Indian states of
Karnataka and Tamil Nadu. Both these two languages
are scheduled and classical languages of India. Though
both these two states are neighbours there is very little
work done in the translation of text, and speech from
one language to another. Machine translation refers
to the use of computer algorithms and technology to
automatically translate text or spoken words from one
language to another. The goal of machine translation is
to facilitate communication between people who speak
different languages by providing quick and reasonably
accurate translations. Rule-based Machine Translation,
Statistical Machine Translation, Neural Machine
Translation, and Transfer Learning in Neural Machine
Translation are some of the techniques in Machine
Translation.

In the rule-based approach, the text in the source
language undergoes analysis using various tools,
such as a morphological parser and analyzer, which
transform it into an intermediate representation. A set of
rules is then employed to generate the text in the target
language based on this intermediate representation. A
substantial number of rules are essential to encompass
the complexities of natural language. These rules serve
to transfer the grammatical structure from the source
language to the target language. However, as the
number of rules increases, the system becomes more
intricate (Islam et al., 2010) and tends to slow down
during translation. The formulation of a large number
of rules is a tedious process, requiring years of effort
and linguistic analysis.

Statistical Machine Translation (SMT) involves the
automated conversion of sentences from one human
language, the source (e.g., French), to another human
language, the target (e.g., English). This process is
conceptualized as a stochastic, or probabilistic, system.
Various SMT variants exist, and they differ in how
translation is modeled. These approaches include
string-to-string mapping, trees-to-strings, and tree-to-
tree models. Despite their differences, all these variants
share the fundamental idea of automating translation.
Models are trained using parallel corpora (pairs of
source and target sentences) and monolingual corpora
(examples of target sentences) (Osborne, 2011).

Neural Machine Translation (NMT) is an approach
that employs neural networks for the task of machine
translation. Unlike traditional methods that involve
distinct steps and components, NMT utilizes a single
neural network to perform translation. NMT relies on
deep neural networks, specifically sequence-to-sequence
models. The architecture consists of an encoder and a
decoder network that work together to transform input

sequences in the source language to output sequences
in the target language. Instead of breaking down the
translation process into separate components (such as
alignment and decoding), NMT allows for end-to-end
learning. The entire translation model is trained jointly,
optimizing the network's parameters to minimize
translation errors. Learning-based translation models
in NMT utilize sequence-to-sequence models. These
models are designed to handle variable-length input
and output sequences. The encoder processes the source
sequence, creating a fixed-size context vector that
captures the input's semantic information. The decoder
then generates the target sequence based on this context
vector. NMT models are trained using parallel corpora,
which consist of pairs of source and target sentences.
The neural network learns to map input sequences to
output sequences by adjusting its parameters during
the training process. NMT represents words and
phrases as continuous vectors in a high-dimensional
space, capturing semantic relationships and contextual
information. This enables the model to learn more
nuanced and context-aware translations.

Transfer Learning in Neural Machine Translation
(NMT) involves utilizing pre-trained models to enhance
the performance of translation tasks. Transfer learning
in NMT entails leveraging knowledge gained from pre-
training on one language pair or domain and applying
it to improve the performance of a related translation
task. The primary goal is to make efficient use of pre-
existing knowledge, reducing the need for extensive
labeled data in the target domain and improving the
convergence speed during fine-tuning. There are two
Strategies: a) Multi-Lingual Pre-training: Models are
trained on data from multiple languages, enabling the
network to learn universal linguistic features that can
be fine-tuned for specific language pairs. b)Single-
Language Pre-training: Models are initially trained on a
large corpus from a specific language pair, and this pre-
trained model is fine-tuned for a related language pair.

As part of a funded project titled “Discourse
Integrated Dravidian Language — Dravidian Language
Machine Translation Kannada-Tamil”, we have
developed a bi-directional Neural Machine Translation
system. The system uses sequence a sequence mapping
technique to translate from the source language to the
target language. The tokenized word is encoded first
and then transferred using a decoder. The system also
uses an attention mechanism to focus on the region in
the input sequence during learning. We have used Byte
Pair Encoding (BPE) in encoding the source language
text.

LITERATURE REVIEW

There have been a lot of approaches for machine
translation. Earliest approaches for machine translation
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include rule-based. In this approach, hand-crafted rules
are provided to system as a reference guide for the system
in translation. This involves the need of language expert.
However, to attain high accuracy from these systems,
an exhaustive rule has to be set up. The next approach
is Statistical Machine Translation (SMT). In this,
statistical measures like probability is used in predicting
the target word corresponding to source word [4].
Brown et al., have formulated a method for translation
using parallel corpus. It involves two steps. In the first
step, distribution of likelihood of target sentences are
derived to form P(t) using a Language Model. in the
next step, the probability of source sentence given target
sentence P(s|t). The maximum value of these values is
found.Neural machine translation is a corpus based
approach in machine translation. It is ideal for sentence
level sequence to sequence mapping. It uses attention
based encoder-decoders. It is further extended with self-
attention based transformers[4]. Suppose S is a source
text and T is the translated text, then S is broken into s1,
s2, ...sn, where each si is a sentence. In the encoding
stage, a series of fixed vector S1, S2, ...SN is generated.

P(T|S) = P(T| S1,82,... SN) (1)

In the decoding stage, each word is predicted based
on the corresponding encoded vector Si and source
sentence vector.

P(T|S) = P(ti | t0,t1,62,,,.ti-1; s1,s2...sN)  (2)

Bi-RNNs are a pair of RNNs, for processing in
both directions. One RNN for processing in forward
direction and another for processing in the backward
direction. Transformer is a self-attention based model
architecture with multihead mechanism [4]. This has
gained popularity and uses encoder-decoder pair

From the visible research there is no neural based
system developed for Kannada-Tamil or Tamil-
Kannada translation. However there are about 5 web/
mobile applications for translation.

METHODOLOGY

A Transformer model is trained to perform Neural
Machine Translation (NMT). Samanantar dataset
(Ramesh et al, 2021) is used to train IndicTrans
model for 11 Indic languages. This also includes
Kannada and Tamil. It is a multilingual NMT model,
and it transliterates all text into Devanagari script for
sharing lexical details among language pairs Kannada
and Tamil for transfer learning. It also prevents word
fragmentation in case of subword vocabulary and allows
usage of a smaller subword vocabulary. This model uses
400M parameters.

In our NMT system, IndicTrans architecture used
has six encoder-decoder layers, input embeddings
size of 1536 with 16 attention heads and feedforward

dimension of 4096 with a total of 434M parameters.
Here Adam optimizer (P and Kingma, 2014) is used,
label smoothing value is set to 0.1, and gradient clipping
is 1.0 with learning rate: 0.0005. Warm-up steps are
4000 and cross entropy loss is considered.

The table 1 gives the data distribution sentence wise
across train, validation, and test sets.

Table 1: Data split for training the NMT model

Data Count of sentences
(Kannada-Tamil) Source
Train 26,04,203 Samanantar
+Kanaja
Validation | 1000 Samanantar
Test 1012 FLORES

The NMT system is trained on Kannada Tamil
parallel corpora with 2604203 sentences from
Samanantar parallel corpus (Ramesh et al, 2021) and
Kanaja (Chilume, 2023) with a split of 24,98,652
sentences from Samanantar and 1,05,551 sentences
from Kanaja. For validation, the Benchmark data of
Al4Bharat is used which has 1000 sentences. And for
testing, 1200 sentences from FLORES data (Facebook,
2022) are used.

RESULTS

The translation results seem promising and can
be improved further by enhancing the dataset and
the training phase. The table 2 and table 3 gives the
evaluation scores on the test set for Kannada to Tamil
and Tamil to Kannada NMT models.

Table 2:
Evaluation scores for Kannada to Tamil NMT system

Evaluation metric Score
BLEU 6.4
ChrF2 39.6
TER 79.3
COMET 0.7879
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Table 3:

Evaluation scores for Tamil to Kannada NMT System

Evaluation metric Score
BLEU 6.0
ChrF2 36.6
TER 80.8
COMET 0.7322

The BLEU(Kishore,2002), ChrF2 (Maja, 2015)
and COMET(Ricardo, 2020) scores are comparatively
higher for Kannada Tamil language pairs whereas TER
score is higher for Tamil to Kannada translation which
indicates Kannada Tamil translation quality is better
than Tamil Kannada. BLEU (BiLingual Evaluation
Understudy), is a string-based automatic metric
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Machine Translation: A Comprehensive Survey
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ABSTRACT

Machine translation, the automated process of translating
text from one language to another, has witnessed significant
advancements in recent years. This review paper aims at
providing a comprehensive overview of the developments in
machine translation techniques and its impact on language
translation tasks. An extensive review of the literature is
carried out on various approaches to machine translation,
covering traditional rule-based methods, statistical machine
translation, and the emergence of neural machine translation
architectures, analyzing their strengths and limitations. The
review discusses various challenges in machine translation
for Indian languages due to their strong morphology and
limited resources. The paper highlights the evaluation
metrics, the impact of machine translation on various
domains, including business, education, and cross-cultural
communication. By synthesizing the existing literature,

this review paper aims to provide valuable insights into

the current state of machine translation, its challenges, and
future directions
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1. INTRODUCTION

The field of machine translation (MT) has undergone
remarkable transformations since its inception. The
roots of machine translation can be traced back to
the mid-20th century when researchers embarked on
the ambitious task of developing automated systems
to translate human languages. One of the pioneering
efforts was the development of rule-based systems that
relied on linguistic rules and dictionaries to perform
translation.

The limitations of rule-based approaches became
evident as they struggled to handle the nuances, idioms,
and context-dependent nature of human languages.
Despite these challenges, these early endeavors laid the
groundwork for subsequent advancements in the field.

As computational capabilities improved, statistical
approaches gained prominence in the 1990s. Statistical
Machine Translation (SMT) marked a departure
from rule-based systems by leveraging probabilistic
models and large bilingual corpora for training. SMT
demonstrated notable success in capturing the statistical
patterns of language pairs, allowing for more context-
aware translation.

The last decade has witnessed a paradigm shift with
the advent of Neural Machine Translation (NMT).
NMT models, based on artificial neural networks, have
demonstrated unprecedented accuracy and fluency in
translation tasks. The rise of deep learning techniques,
particularly the use of recurrent and transformer
architectures, has propelled NMT to the forefront of
machine translation research.

The journey from rule-based systems to statistical
models and, more recently, neural network-based
approaches showcases the resilience and adaptability
of the field in addressing the intricate challenges posed
by natural language. This survey aims to explore the
diverse methodologies that have shaped the landscape
of machine translation.

The objectives of this survey are multifaceted,
aiming to provide a comprehensive exploration of the
landscape of machine translation. The key goals include
(i) undertaking a thorough examination of existing
literature to capture the evolution of machine translation
methodologies and pivotal research contributions that
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have shaped the field (ii) offering insights into the
various methodologies employed in machine translation
and their strengths and limitations (iii) identifying the
challenges inherent in machine translation for Indian
languages and (iv) highlighting the recent advancements
in machine translation, with a specific focus on emerging
trends and breakthroughs

2. METHODOLOGIES IN MACHINE
TRANSLATION
This section discusses about the existing

methodologies in Machine Translation.
2.1 Rule Based Machine Translation

Rule-Based =~ Machine  Translation = (RBMT)
represents one of the earliest approaches to automated
language translation. In RBMT systems, linguistic rules
and dictionaries are meticulously crafted to define the
mapping between source and target languages. These
rules encode syntactic, semantic, and morphological
structures, allowing for a systematic transformation of
input sentences into the desired output language.

M. f. Alawneh et al. (2013) proposed a combination
of RBMT and Example Based Machine Translation
(EBMT) techniques for English-Arabic pair and reported
an average precision of 97.2%. Sinha et al. (1995)
developed a rule based translation system for English-
Indian languages. Their approach used a interlingua
model that used an intermediate representation of source
language prior translating to target form

ArviHurskainen and Jorg Tiedemann (2017)
developed a rule based automated translation for
English-Finnish pair by employing syntactic and
semantic rules. The authors focused on the inflection
forms of both languages. However, they mentioned that
it is difficult to frame rules for all scenarios.

In summary, Rule-based Machine Translation, with
its foundational principles and ongoing innovations,
represents a crucial chapter in the evolution of machine
translation

2.2 Statistical Machine Translation (SMT)

As RBMT systems evolved, research efforts focused
on addressing the limitations of manual rule creation.
Statistical Machine Translation (SMT) represents a
paradigm shift in machine translation by leveraging
statistical models to automatically learn translation
patterns from parallel corpora, marked a departure from
rule-based systems and introduced data-driven methods
for handling the complexities of language translation.

Brown etal. (1990) laid the groundwork for statistical
machine translation by introducing the IBM Models.
These seminal models formed the basis for aligning
words in parallel corpora and estimating translation

probabilities.Koehn et al. (2003) introduced the
phrase-based statistical machine translation. This paper
outlined a framework where translations occur at the
level of phrases rather than individual words, improving
the handling of long-range dependencies. The authors
demonstrated their model over six European language
pairs

Philipp Koehn and Hieu Hoang. (2007) introduced
Factored Statistical Model, an extension of Phrased
Based model. They stated that factoring can be obtained
by reorganizing the words at sentence level prior
translation, yields better results. Och and Ney (2004)
made significant contributions to decoding strategies in
statistical machine translation. Their work introduced
efficient search algorithms, such as beam search, for
finding optimal translations within the vast search space.

Koehn and Knight (2002) developed a lexicon for
German-English pair from monolingual corpora over
specific context. They reported 39% accuracy of noun
translation. Foster and Kuhn (2007) addressed the
challenge of domain adaptation in statistical machine
translation. Their work focused on adapting translation
models to specific domains, improving the relevance of
translations in specialized contexts.

Koehn and Monz (2006) explored and compared
manual and automatic methods for evaluating the quality
of machine translation systems between six European
languages to arrive at baseline translation scores.

In summary, Statistical Machine Translation has
witnessed significant developments over the years,
with foundational models evolving to address diverse
challenges.

2.3 Neural Machine Translation (NMT)

Neural Machine Translation (NMT) has emerged
as a transformative paradigm in machine translation,
leveraging artificial neural networks to model the
complex relationships between source and target
languages. The architecture of neural networks allows
for the end-to-end learning of translation patterns,
enabling NMT models to capture intricate linguistic
dependencies.

Sutskever et al. (2014) proposed sequence-to-
sequence (seq2seq) architectures for neural machine
translation using Recurrent Neural Networks (RNNs)
to generate translations in an end-to-end manner. The
Seq2Seq model struggled with long input sequences.

Bahdanau et al. (2014)introduced the attention
mechanism, a key innovation in NMT. The attention
mechanism allows the model to focus on different parts
of the source sentence during the translation process,
improving the handling of long-range dependencies.
The attention mechanism addressed the limitation of
fixed-size context vectors. This innovation allowed the



138 | KaniKovai

model to focus on different parts of the input sequence
during translation, significantly improving the handling
of long-range dependencies.

Wau et al. (2016) presented Google's Neural Machine
Translation (GNMT) system. This influential work
showcased the scalability of NMT models and their
ability to outperform traditional statistical machine
translation systems.

The initial NMT model considered word level
input for translation which suffered understanding
the semantics. K. Chen et al. (2019) proposed a NMT
model with Convolutional Neural Network (CNN) and
attention mechanism that considers sentence level input
to improve context-based translation.

3. RECENT ADVANCES IN NMT

The ability of deep learning models to automatically
learn hierarchical representations of input data has
proven crucial in capturing the complexities of
language translation NMT has witnessed significant
advancements in recent years, with the emergence of
transfer learning techniques and the transformative
impact of transformer-based models.

3.1 Transformer Models

Transformer-based Neural Machine Translation
(NMT) systems have become the de facto architecture,
outperforming traditional approaches in terms of both
accuracy and efficiency. The introduction of transformer
architectures has revolutionized machine translation,
offering superior performance, scalability, and the
ability to capture long-range dependencies.

Luongetal. (2015) extended the attention mechanism
by proposing global and local attention models. This
work refined the attention mechanism, enhancing the
model's ability to align and translate source and target
language sequences effectively.

Vaswani et al. (2017) introduced the transformer
architecture, a pivotal development in NMT. The
Transformer architecture has become a cornerstone
in machine translation models. The transformer
model leverages self-attention mechanisms to
capture contextual information, leading to significant
improvements in translation accuracy and training
efficiency.

3.2 Transfer Learning

Transfer learning has gained prominence in MT,
enabling models to leverage knowledge gained from
one task or language pair to improve performance on
another. This approach is particularly beneficial in low-
resource scenarios.

Devlinetal. (2018)introduced apre-training approach
for deep bidirectional transformers. Bidirectional

Encoder Representations from Transformers (BERT)
to enhance language understanding. BERT employs
transformer architecture with multiple layers, enabling
bidirectional processing of input data. The model is
pretrained on large amounts of unlabeled text using
unsupervised learning. BERT introduces a novel
training objective called the Masked Language Model,
where random words in a sentence are masked, and the
model is trained to predict those masked words based
on the context provided by the surrounding words.

Devlinetal. (2019) introduced mBERT (Multilingual
BERT), extending BERT, addressing the need for a
model that can effectively handle multilingual tasks
without being fine-tuned for each language separately.

3.3 Zero-Shot Machine Translation

Zero-shot translation refers to the capability of
a machine translation system to translate between
language pairs for which it has not been explicitly
trained. The model learns to capture underlying
patterns, smenatics, and representations that are useful
for translation tasks, allowing it to generate reasonable
translations for language pairs not explicitly encountered
during training.

Johnson et al. (2017) extended the capabilities of
NMT to zero-shot translation. The authors demonstrated
the capability of a single NMT model to translate
between multiple languages, language pairs for which
no parallel training data was available, demonstrating
its generalization capacity.

3.4 Multi-Modal Translation

Multimodal translation refers to the process of
translating content that includes multiple modalities or
types of information, such as text, images, and possibly
other forms of data like audio.

Lu et al. (2019) extended deep learning models to
handle multimodal translation, incorporating visual
information alongside textual input. This work signifies
the growing trend of integrating multiple modalities for
more context-aware and comprehensive translation

4. MACHINE TRANSLATION FOR INDIAN
LANGUAGES

Machine Translation (MT) in Indian languages
has garnered significant attention due to the linguistic
diversity across the subcontinent.

4.1. Review of Machine Translation research for
Indian Languages

A. Gupta, B. Patel (2020) implemented a neural

machine translation system for major Indian languages.

They reported that they achieved state-of-the-art
performance, demonstrating the effectiveness of neural
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models. Their work highlighted the importance of
domain-specific data for improved translation accuracy.
They mentioned that the performance was limited by the
availability of parallel corpora for certain low-resource
languages

S. Kumar, M. Verma (2015) developed a rule-based
MT system for Hindi-English translation and mentioned
that the RBMT was efficient for handling morphological
challenges in Hindi. They emphasized the role of
linguistic rules in addressing language-specific nuances.
However, the approach suffered limited scalability for
languages with complex syntactic structures

R. Menon, S. Nair (2018)applied statistical models to
translate South Indian languages. They demonstrated the
adaptability of SMT to diverse language families. The
authors stressed the need for comprehensive linguistic
resources for accurate translation. However, they found
that SMT is sensitive to data quality, especially for low-
resource languages.

N. Das, A. Ghosh (2017) combined rule-based and
statistical methods for English to Bengali translation and
shown improved translation quality by leveraging both
linguistic rules and data-driven models, showcasing
the potential synergy of hybrid approaches in bridging
translation gaps. However, the approach was complex
and faced maintenance challenges

P. Joshi, R. Kapoor (2019)utilized deep learning
for code-switching translation in multilingual
Indian contexts. They have successfully handled
language mixing, a common phenomenon in Indian
language, identifying the need for models capable of
understanding and preserving code-switching nuances.
They mentioned that there are challenges in fine-tuning
for specific domains.

K. Rao, S. Desai (2021) investigated machine
translation challenges for the low-resource language
Kannada and shed light on the importance of resource
augmentation for underrepresented languages. They
advocated for collaborative efforts in building linguistic
resources for improved translation.

M. Singh, A. Jain (2016) explored cross-lingual
transfer learning for improving Hindi translation and
provided insights into effective strategies for cross-
lingual transfer learning. They showcased the potential
of leveraging knowledge from resource-rich languages.
They mentioned that the dependency on the availability
of parallel data for source languages is the challenge in
their approach.

V. Malhotra, R. Singh (2018) analyzed and proposed
evaluation metrics tailored for Indian language
translation addressing the shortcomings in standard
metrics for diverse linguistic contexts and advocated for
context-aware evaluation to capture linguistic nuances.

S. Sundararajan, K. Rajan (2019) applied NMT to
address morphological challenges in Tamil translation,
highlighting the potential of neural models in
handling complex linguistic structures. They reported
significantly improved translation fluency and accuracy
and concluded that resource-intensive training for
morphologically rich languages.

Kapoor, R. Mehta (2020)explored multimodal
translation incorporating both text and images for Indian
languages, demonstrating the potential of multimodal
approaches in enhancing translation performance and
shown improved translation quality by leveraging
visual context but with Increased model complexity and
data requirements.

SenthamizhSelvi S and Anitha R (2022) proposed
a hybrid POS-Tagger algorithm for Tamil language to
effectively find equivalent words of Tamil in English
using a limited English-Tamil parallel corpus.

Himanshu et al (2020) implemented a NMT model
with Bi-LSTM, Muti-Head Self Attention and Byte
Pair Encoding (BPE) for English-Tamil and English-
Malayalam pairs and reported BLUE scores of 9.67 and
25.36.

Translating nouns and other domain specific
terms requires transliteration. Transliteration is the
process of converting text or words from one script
to another. It involves representing the characters of
one writing system with characters of another system.
The purpose of transliteration is to accurately convey
the pronunciation of words. YashMadhani et al. (2023)
provide a transliteration corpus, made publicly available
for 20 Indian official languages.

4.2 Challenges in Machine Translation for
Indian languages

4.2.1 Ambiguity

Ambiguity involves multiple meanings or
interpretations of words and phrases, requiring systems
to discern the intended sense based on context. Word
embedding like Word2Vec and GloVe, can be used to
capture semantic relationships and aid in disambiguation

4.2.2 Polysemy

Polysemy refers to the phenomenon where a single
word has multiple related meanings. Identifying the
correct sense of a polysemous word (Sense Ambiguity)
is crucial for accurate translation, requiring systems to
disambiguate between related meanings.

4.2.3 Limited Parallel Corpora

There is a scarcity of parallel corpora (pairs of
sentences in source and target languages) for training.
This lack of data makes it challenging to train accurate
and robust translation models.
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4.2.4 Word Ordering

The Indian regional languages unlike English have a
free-order sentence forms that do not demand Subject-
Verb-Object pattern, leading to difficulties in capturing
the diverse context.

5. RESULTS

The choice between RBMT, SMT, and NMT
depends on factors such as the availability of resources,

the complexity of the translation task, and the specific
linguistic characteristics of the languages involved.
NMT has emerged as the dominant approach, leveraging
its ability to automatically learn complex patterns and
adapt to diverse translation scenario. Table 1 shows
some f the results of Machine Translation works from
the literature.

Ref Method Lang
Pair BLEU
Koehn et al. (2003) SMT SV-EN 34.58
Koehn and Monz (2006) SMT EN-FR 28.33
EN-ES 27.49
EN-DE 14.01
Koehn and Hieu Hoang. (2007) SMT EN-ES 24.25
EN-CZ 27.62
EN-DE 18.22
Sutskever et al. (2014) NMT EN-FR 34.8
Wu et al. (2016) NMT EN-FR 40.35
EN-DE 26.3
Johnson et al. (2017) Zero-Shot translation (NMT) PR-ES 24.75
Vaswani et al. (2017) NMT+Attn+ Transformer EN-DE 28.4
EN-FR 48
Himanshu et al (2020) NMT+Attn+BPE EN-ML 25.36
EN-TA 9.67

Table 1: Performance of existing systems

6. CONCLUSION

This comprehensive literature survey reviewed the
main approaches to machine translation spanning from
RBMT to NMT era. The survey provided an in-depth
analysis of recent advances in machine translation, with
a particular focus on transfer learning and transformer
models. The integration of multimodal information,
combining text and visual inputs, represents an
exciting avenue for exploration. The survey discussed
the intricacies of translation in Indian languages.
Identifying and addressing challenges in machine
translation is crucial for the continued advancement
of the field. This survey serves as a snapshot of the
current state of the field, recognizing achievements,

confronting challenges, and paving the way for a future
where machine translation systems are accurate and
efficient. The synthesis of insights from an extensive
range of research provides a holistic understanding of
the evolving nature of machine translation, laying the
groundwork for future developments and improvements.

7. LIMITATIONS

Machine Translation (MT) has witnessed significant
advancements over the years, with Rule-Based Machine
Translation (RBMT), Statistical Machine Translation
(SMT), and Neural Machine Translation (NMT)
emerging as prominent paradigms. However, each
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approach comes with its set of limitations, shaping the
landscape of MT research and development.

RBMT, while conceptually robust, faces challenges
in handling language intricacies and idiosyncrasies. The
rigid rule-based nature often struggles with capturing
the dynamic and context-dependent nature of language,
resulting in suboptimal translations, particularly for
languages with complex syntax and semantics.

SMT leverages statistical models to infer translation
patterns from large bilingual corpora. Despite its
success in certain scenarios, SMT exhibits limitations
in capturing long-range dependencies and contextual
nuances. The reliance on statistical probabilities can lead
to inaccuracies, especially when dealing with idiomatic
expressions, rare phrases, or low-resource languages.
Additionally, SMT models often struggle with handling
morphologically rich languages, impacting translation
quality.

NMT has shown remarkable achievements by
employing neural networks to learn complex mappings
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Enhanced Version of K4 Keyboard for the visually challenged

Dr. V. Krishnamoorthy

ABSTRACT

The following changes, simplifications and enhancements
have been made in the second version of K4 Keyboard, a
multilingual keyboard for the touch screen smart phones, for
the visually challenged. One major change is the removal of
the requirement that, for a character or a vowel extension,
the swipe 'returns to the starting point'. This means that
when the information content of a stroke is over, there is no
need to return to the starting point, but just continue with
the next letter. This saves about half of the input time. The
next major change is that the elimination of remembering
the swipes for the many commands and symbols. Now, just
swipe the names of these. We have also simplified the way
the dynamic abbreviations are swiped. Currently we are
concentrating on English and Tamil. In English, we have
introduced an automatic error correction of one change in
any one letter after the fourth letter. The concept of gap

has been replaced by 'one line per character'. This reduces
the options considerably. In Version 1, Tamil words with a
limited number of extensions only were recognized from a
swipe. In Version 2, we can get any word with any number
of extensions with one swipe. We have also introduced a
provision to get the correct la, ra, na.

Dr. V. Krishnamoorthy
Former Professor, Anna University.
Learnfun Systems, prof.vkrish@gmail.com

INTRODUCTION

Currently the visually challenged are using the
smart phones with the touch screen keyboards to input
a text as follows. They touch a point on the keyboard,
and keep the finger on the phone. The system reads out
the letter touched. If it is the intended letter, a double
tap confirms that letter. Otherwise, the finger is moved
towards the required letter. When the finger enters a
letter that letter is read out. The finger is taken back
when the required letter is reached, and a double tap
confirms that letter. Any text is input letter by letter in
this way. Word prediction is available, but the words
shown have to be tapped to find out what that word is.
This may not be efficient always.

The normal swipe method used by normal people for
fast input is not available for the visually challenged.

To speed up the input of text by the visually
challenged, we developed a keyboard called K4
keyboard. Its first version was out in June 2019. It
had only 4 keys. Each square key had the side of half
the width of the phone. Hence there is no chance for
selecting a wrong key. The inputs of letters were by
small swipes. A full word can also be input with one
swipe. We created a method in which the letters had to
be swiped, one after the other, continuously. We also
introduced methods to swipe a whole phrase. Editing
functions, spell checking and search and replace were
included using specific swipes. Numbers could also be
input with just one swipe. Symbols and emojis could
be got using a method we called dynamic abbreviation.
It catered to about 75 languages. We had put as many
things as we could think of. Our motivation at that time
was that we can do so much with the new keyboard.

We did not do any marketing. We assumed it will
be propagated by word of mouth. But it didn't happen.
After some time we started to think of the reasons
for this. We came up with two reasons. One is that
the explanation provided in the help was difficult to
understand. Another thing is that we had put too many
things in the software. We wanted to rectify these. We
started thinking about simplifying the way the swiping
was explained. This led us to think of simplifying the
swiping process itself. This lead to quite a large number
of iterations and changes. Finally we could redesign
the swipe method, and that reduced the swiping time
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considerably! Now the saved input time is around a
whopping 40%.

In Tamil and other South Indian languages, a noun
or verb can be transformed by adding many parts like
the vaetrumai vurubu. There can be thousands of such
variations for a word. Any real software for Tamil
had to take care of all these modifications. In our first
version of K4 keyboard, we could not do this, since
our algorithms at that time could not do that within a
reasonable amount of time. Note that a word has to be
predicted within about a second, to make the keyboard
usable. In the current second version of K4 keyboard we
have overcome this difficulty. Now all the Tamil words
are taken care of. The software is ready for field trail.
We have made more than half a dozen changes from
the first version. This paper explains the changes made.

Change 1: Reduce the swipe length

Let us explain using an example. Consider the word
'great’. In the first version the swipe for that was as
shown in the first figure above. It starts from key 2, in
direction 3, that is move left from the top right key. The
letters are shown near the lines which represent them.
Note that though we have shown the required letter near
a line, that line may represent more than one letter. It is
the business of the software to predict the required letter.
After the letters g, e, and a, note that line backtracks. It
has 10 lines. The second figure above shows the way
this word is swiped in the next version. The letter starts
in the downward direction. This is because, we have
changed the paces of the alphabets, to be consistent
with their placement in the 12 key phone keyboard. In
this a, b, ¢ start in direction 2, that is going to the right
from top left key. There are no backtracking lines in the
new method. In this example it has only 6 lines, and the
number of lines has reduced by 40%. This great saving
reflects in the input time. This type of change has been
implemented for the swiping of numbers also.

Change 2: Commands

abbreviation

using dynamic

In the previous version, all the commands and
many symbols were given specific swipes. One had to
remember the swipes to use them. In the new version,
these are got by dynamic abbreviation. This is a method
we had invented in the previous version, for fast input
of phrases, mathematical symbols, and emojis. In this
method, a phrase is got by giving the first few letters
from some words of the phrase. The words chosen,
and the number of letters chosen are not fixed, and can
vary every time. A symbol is got using the dynamic
abbreviation of their names. In the same way now a
command is got from their names. The difference is
that the system will predict a command. If that is the
intended command, it has to be confirmed by a small
swipe. This new method eliminates remembering the
numerous swipes for commands.

Change 3: New method for dynamic abbreviation

The way a dynamic abbreviation is entered has
been changed. In the new method, first we have to
specify which data base is to be used and whether the
abbreviation uses a single letter from a word or multiple
letters from a word. The keys 1 to 4 represent the
commands, emojis, phrases and symbols in that order.
A single tap to start with means that only one letter per
word will be chosen. A double tap will indicate that
multiple letters are chosen from a word. A single or
double tap on any of the four keys specifies the data
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base and the number of letters chosen. After this tapping
the letters are input with just one swipe.

Change 4: Automatic one error correction in
English

For English, we have included an automatic error
correction. When the swipe does not give a word, it will
check for one error in any letter after the fourth letter
and get the possible words.

Change 5: Diagonal to represent any letter

In the previous version, a diagonal and back was
used to indicate any number of letters. This resulted in
the prediction of a large number of words in some cases.
This is now modified as follows. A diagonal represents
exactly one letter. A sequence of diagonals represents
that many letters. The letters can be anything. This fixes
the number of letters in a word. This limits the number
of predictions very much. This method speeds up the
input og long words. This method is to be used after the
fourth latter only.

Change 6: All Tamil words can be swiped now

In the previous version, we could predict only a
limited number of extensions of a word in Tamil. In
the new version, any word in Tamil, with any number
of extensions, will be predicted within about a second.
We have successfully modified the spell check, and also
made it faster. Now this new intelligent use of spell
check can be used for the other south Indian languages,
Telugu, Kannada and Malayalam also. The power of
this method can be seen using an example.

Q.

Consider the word aupgeugsemeruywom. It has 7 parts.
The step by step formation of this word can be seen as
follows. aur 58 @i &er g2 wiib @. The Unicode characters
for this word are SUBEH T & 6T M W T D O
There are 14 Unicode characters in this word. The
swipe for this word has got just 19 lines! This word
gets predicted in about one second. As indicated in
the case of English example, only the required letters
are shown near the corresponding lines. These lines
usually represent many letters. The software predicts
the required letters. Note that all the thousands of
extended words cannot be kept in a static data base.
All these variations have to be generated dynamically.
Here one line can represent many letters. Choosing
the correct letter from a list, and also checking from
a dynamic dictionary was a very difficult task. We
have achieved that and also kept the time of execution
quite acceptable.

Change 7: Error correction for la, ra, na letters

Sometimes one gets a doubt about which la or ra
or na is to be used in a word. We have some help in
this regard. Just after swiping the doubtful la or ra or
na letter, a small diagonal and back, tells the system to
check for the other letters also. When more than one
letter give meaningful words, some help regarding the
meaning of these words are given.

CONCLUSION

The method of swiping has been redefined. The major
change is the reduction of lines needed to swipe a word.
This has resulted in reducing the input time considerably.
All the Tamil words can now be got with a swipe. The
help is rewritten and simplified. All the above changes
have been made after many many iterations. The system
is ready for field trial for English and Tamil. The other
languages will be introduced later one by one, once the
software is stabilized for English and Tamil. Because of
these simplifications, we hope that this version of our
keyboard for the visually challenged will be welcomed
by the community.
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Legal-MT: Building English-Tamil Neural Machine Translation System for

Judiciary Domain

Ramakrishna Appicharla, Asif Ekbal

ABSTRACT

A large amount of legal content is produced daily in a
multilingual country like India. Due to this, there is a need
for domain-specific machine translation (MT) systems

that can translate legal data from one language to another.
Manual translation of legal data is challenging and time-
consuming. The amount of time and effort can be reduced
by developing an MT system to aid the human translator
during the translation. However, building a high quality
MT system is difficult due to the unavailability of a parallel
corpus. In this work, we create a neural machine translation
system (NMT) to translate the judiciary context from
English to Tamil. We train our model on publicly available
English-Tamil judiciary parallel corpus extracted from
various court judgments and court orders of Indian courts.
Our model achieved a 42.3 BLEU score on a held out test
set of 8,729 sentences. We also evaluated our model on
WAT21 and Flores-200 test sets, and our model achieved
BLEU scores of 8.0 and 15.8, respectively. Finally, we

deploy our MT system for public use, and it is accessible at:

http://hemat.in.ngrok.io/

Ramakrishna Appicharla, Asif Ekbal

Department of CSE, Indian Institute of Technology Patna,
India.
{appicharla 2021cs01, asif} @iitp.ac.in

1. INTRODUCTION

India is a multilingual country with significant
linguistic and cultural diversities. People speak many
different languages, and there is a growing need to
make useful information available in the vernacular
languages. Many legal documents are produced daily in
an extensive, highly populated country like India. The
legal domain has continuous publishing cycles, and the
growing demand for multilingual information access
requires these documents to be translated into a language
that the end user understands most. In that respect, the
burden of granting access to this information falls on
the government, which must manage a continuous cycle
of document translation needs. A certified translator will
take a long time to translate documents related to legal
Proceedings, FIRs (First Information Reports), petitions,
judgments, etc. The number of profes- sional translators
in this field is limited, which takes 8-10 hours for ten
pages. Therefore, this will in- troduce a significant
delay in the overall judgment comprehending process,
equivalent to “Justice de- layed is justice denied.” An
automated machine translation system will help in this
process. The documents could be translated using an
automated translation system, which can then be post-
edited by human translators.

Machine translation (MT) has seen tremendous
progress with the advancement of training large neural
networks (Krizhevsky et al., 2012). Neural Machine
Translation (NMT) (Sutskever et al., 2014; Bahdanau
et al.,, 2014; Gehring et al., 2017) which uses deep
neural networks to train an end- to-end model to
achieve significant improvements over the Statistical
Machine Translation (SMT) (Bojar et al., 2016) based
approaches. Recently, transformer-based (Vaswani
et al., 2017) encoder- decoder models achieve better
results than the re- current neural networks (RNN)-
based (Sutskever et al., 2014; Bahdanau et al., 2014)
models, making them de facto in developing any MT
applica- tion. As the neural networks can be trained end-
to- end, various approaches have been proposed such
as multilingual NMT multilingual NMT (John- son et
al., 2017; Liu et al., 2020), unsupervised NMT (Artetxe
et al., 2018; Lample et al., 2018), and document-level
NMT (Voita et al., 2018; Huo et al., 2020) to improve
the translation performance. However, the NMT-
based system achieves near human-level performance
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(Hassan et al., 2018) in languages like German, French,
English, etc., these systems suffer from issues such
as data scarcity, noise in the training data, and poor
domain generalization (Koehn and Knowles, 2017).
Such problems are complex when developing a high-
quality, domain-specific MT system for low-resource
lan- guages such as English-Tamil. The development
of a legal NMT system can reduce the human efforts
to translate judiciary documents, but the availability of
such data is limited. In this work, we aim to develop
a high-quality NMT system to translate judiciary data
from English into Tamil by extracting available English-
Tamil judiciary parallel corpus. We report BLEU
(Papineni et al., 2002), ChrF (Popovic’, 2015), and TER
(Snover et al., 2006) scores on a held-out judiciary test
set along with the results from WAT21 (Nakazawa et
al., 2021) and Flores-200 (Costa-jussa et al., 2022) test
sets. We also deploy our system! for public use.

2. RELATED WORK

Sutskever et al. (2014) proposed the encoder- decoder
framework, which uses RNNs for the task of translation.
The performance of the encoder- decoder networks
is further enhanced by the introduction of attention
(Bahdanau et al., 2014). Gehring et al. (2017) proposed
the convolutional neural network (CNN)-based NMT
system, which further improved the training times of
NMT systems. Vaswani et al. (2017) introduced the
trans- former networks, which are the current state-of-
the-art neural network-based approach for many tasks,
including machine translation. Similarly, Johnson et
al. (2017) proposed an approach to train a multilingual
NMT model with a single encoder-decoder network.
Several techniques, such as byte- pair encoding
(Sennrich et al., 2016b) and back- translation (Sennrich
et al., 2016a), have become the standard practices for
training high-quality NMT systems.

There have been some efforts to develop MT systems
for the judiciary domain. Farzindar and Lapalme (2009)
developed an SMT system to translate court judgments
between English and French. Similarly, Martinez-
Dominguez et al. (2020) developed NMT systems for
the Swiss legal do- main between French-German,
French-English, Italian-French, and German-Italian
languages. Ive et al. (2020) created a high-quality legal
translation dataset for English-Dutch, English-French,
and English-Portuguese language pairs. However, there
are few efforts to develop judiciary MT systems for
Indic languages. Mahapatra et al. (2023) created a high-
quality judiciary parallel corpus between English and
nine other Indic languages and reported the performance

1. http://hemat.in.ngrok.io/

of available MT systems on the prepared corpora. In this
work, we develop an NMT system to translate judiciary
data from English to Tamil. We deploy our system for

public use.
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Figure 1: The overview of the Transformer architecture.
Here, N denotes the number of layers. The output is shifted
right to make the decoder predict the current output token
based on previously generated tokens.

3. METHODOLOGY

Our NMT system is based on transformer (Vaswani
et al., 2017) architecture (cf. Figure 1). The trans-
former architecture follows the encoder-decoder
(Sutskever et al., 2014) approach, where two separate
networks (encoder and decoder) are used to translate
the source sentence into its equivalent target translation.
Specifically, the input (source sequence) is encoded by
the encoder network into an intermediate representation,
which is then used by the decoder to produce the output
(target sequence). The multi-head attention (MHA) layer
is the main component of the transformer network. The
MHA layer computes attention in parallel by attending
to different parts of a given sequence. The parallelism
is controlled by specifying a number of heads during
the attention computation. Query (Q) and Key-Value (K
— V) pairs are required in order to calculate the MHA,
and the MHA is calculated as:
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Attention (Q, K, V) = Softmax (%_Z) v (1)

MultiHead (Q, K, V) Concat (head,,. . . ,head),) we (2)

Head; = Attention (QW2, KWX, vw,*) (3)

The MHA sub-layer receives the encoder’s input
and uses it to compute self-attention. The output from
the MHA sub-layer is fed to the position wise feed
forward sub-layer, which is a two layer feed forward
network with the rectified linear unit (ReLU) (Glorot et
al., 2011) activation. The output from each sub-layer is
normalized by applying the layer normalization (Ba et
al., 2016) with residual connection (He et al., 2016). The
resulting output is fed to subsequent layers (typically,
6-layered stacks are used), and the output from the last
layer is considered an encoded representation of the
input source sentence.

Like the encoder network, the decoder network
also consists of a stack of 6-layers. Along with MHA
and position-wise feed-forward layers, each decoder
layer contains an additional masked MHA, which
computes the self-attention between target tokens. All
future tokens concerning the current target token are
masked to prevent the model from remembering the
future positions in the target sequence. A linear layer
with softmax activation estimates the likelihood of the
subsequent word in the sequence. The input source and
target sequences are sent to the encoder and decoder
layers after being token and position-wise embedded.
Given a sentence pair (x, y), the network is trained to
maximize the log-likelihood as:

PYX;, Y<m) Q)
m=1

Y<m is the partial target sequence generated till
time step m. The trained parameters of the model

(Q ) are used to generate the most likely translation
(y) based on maximum-a-posteriori approximation

(MAP) as:

p(ylx;0) =

y = argmaxp(yx;p) )
y

4. EXPERIMENTAL SETUP
4.1 Data Statistics

We build an NMT model to translate English judicial
content into Tamil. We use judicial domain Parallel
corpus from Anuvaad project? to train the model. The
corpus consists of judicial data extracted from court
judgments and court orders of Indian courts. The
corpus contains a total of 816,729 parallel English-

Tamil sentence pairs. We train the model with 800,000
sentence pairs, and 8,000 sentence pairs are used as
validation sets. We evaluate the performance of the
trained model on

Three different test sets viz.a held out test set of
8,729 sentences from the Anuvaad corpus, WAT‘21
(Nakazawa et al., 2021) test set® of size 2,390 sentences
and Flores-200 (Costa-jussa et al., 2022) devtest set* of
size 1,012 sentences.

4.2. NMT Model Setup

We train a transformer (Vaswani et al., 2017)
based NMT model. We employ a six-layered encoder-
decoder stack with eight attention heads. The dropout
rate is set to 0.1 (Srivastava et al., 2014), while the
embedding size and hidden sizes are *12. The position-
wise feed-forward layer consists of 2048 cells. The
model is optimized with Adam optimizer (Kingma and
Ba, 2015) with an initial learning rate of 2 and 8,000
warm-up steps. The learning rate during the training
is updated based on the Noam (Vaswani et al., 2017)
learning rate scheduler. We create two separate sub-
word vocabularies of size 35,000 based on the unigram
language model (Kudo, 2018), using Sentence Piece
(Kudo and Richardson, 2018) implementation. We
use OpenNMT toolkit (Klein et al., 2017)5 to train our
model with a token-level batch size of 2048 tokens.
Checkpoints are created for every 10,000 steps, and all
checkpoints created during the training are aver- aged
and considered as best model parameters. We perform a
beam search during the inference with a beam width of
5 and no length penalty.

5. RESULTS AND WEB INTERFACE
5.1. Main Results

We report BLEU (Papineni et al., 2002)%, ChrF
(Popovic’, 2015)7, and TER (Snover et al., 2006)8

Test set BLEU (1) | ChrF2 (1) | TER(])
Law 423 78.2 65.5
WAT21 8.0 50.1 89.0
Flores 15.8 57.7 77.8

Table 1: BLEU, ChrF2, and TER scores of the trained
model on different test sets. Higher BLEU, ChrF2, and
lower TER scores are better.

Scores calculated with sacreBLEU (Post, 2018)°
toolkit. Table 1 shows the results of the trained English-
to-Tamil model on different test sets. The trained model
performs well on an in-domain (law) test set. However,
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the model performs poorly on test sets from general
domains. This is a well- known problem in NMT
(Koehn and Knowles, 2017) where the performance of
any domain- specific NMT system will degrade when
tested with other domain data. Although the model’s
performance is lower for general domain data, the
model can translate judiciary domain data. Our main
goal is to reduce the human effort required to translate
judiciary documents via the NMT system rather than
an automated NMT system, which removes the human
in the loop. The main reason for such a design is that
judiciary documents contain sensitive content and
human intervention is needed to verify the correctness
and authenticity of the translation.

5.2. Web Interface

We deploy our system!® for public use. Initially,
the system is developed to translate between English.

We extended the system to support other language
pairs (such as English-to-Tamil, English-to- Marathi,
and English-to-Bengali). Figure 2 shows the sample
screenshots of the web interface to access the trained
model. Users should register to use the system. After the
registration/login, the user is presented with the Home
page (cf. Figure

(a) in 2) where the instructions to the system are
given. Currently, we support only sentence-level
translation for English-to-Tamil direction, and the
document translation support is only enabled for
English-Hindi (bidirectional) direction. We plan to
extend the document translation support for other
language pairs.

Judicial Domain Machine Translation System

Welcome, naruto!

Usage:

1. Click on “Transiation Module” 10 transiate the sentence of docurment
2 Sentence Translation: The following transiation pairs are available

1. English to Hindi
2. English to Bengall
3. English 1o Marathi
4. English to Tamil
5. Hindi 1o English
31 Sentence Transiation Usage:
1. Insert the input sentence in the left textbox

2. Select the translation direction from the dropdown list

3. Press the “Translate” button and get the transiated output in the right textbox
4 Document Transiation: Hindi-English Bidirectional document translation is available

5. Document Translation Usage:

1. Click on “Add Flles" and browse for the input document.

2. Select one translation direction

3. Then press “Start” button and wait for the docuement translation completes
4. Note: Only .docx and .txt format are supported for input documents. Please upload the document upto 15 pages only

6. Feedback:

You can provide us your feedback on basis of your experience of using HEMAT translation system

7. History:

You can see your docuemnt translation history here. You can download again the input and output docuements transiated previously.

9. https://github.com/mjpost/sacrebleu
10. http://hemat.in.ngrok.io/

(a)
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Sentence Translation

Judicial Domain Machine Translation System

Select Translation Direction

English . Hindi v

Section 420 in the Indian Penal Code deals with Cheating @ifw sam_mans sLLsHd Ofay 420 Qergnssmen
and dishonestly inducing delivery of property. The wphsaay Gursyg pwhp Wwepdd
maximum punishment which can be awarded under this spde(Hass Qam fung 7

section is imprisonment for a term of 7 year and fine

Translate

(b)

Figure 2: Screenshots of the web interface. (a). Home page, (b). Sample sentence translation.

6. CONCLUSION AND FUTURE WORK

This paper describes developing a neural machine
translation system for English-to-Tamil language
direction to translate judiciary data. We train the model
on the project Anuvaad judiciary corpus and report the
model’s performance in terms of BLEU, ChrF, and TER
scores. We observe that the model can perform well on
the judicial domain test set. However, the performance
is lower on the general

Domain test sets. We deploy our model for public
use and can be accessed at: http://hemat.in. ngrok.io/.
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Smart Phone based Tamil Language Interfaced
Digital Solutions for Stray Animal Welfare in Tamil Nadu:
‘Find a Stray Animal (FISA)’ - Stray Tracking App
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ABSTRACT

“Find a Stray” is a proposed mobile application addressing
the challenges of stray animal management, notably
encompassing cows on Indian roads. Beyond dogs and
cats, the app recognizes the prevalent issue of stray

cows, particularly in India, where cultural and religious
sentiments grant them free movement on roads. These
stray cows contribute to traffic congestion and safety
hazards, necessitating a comprehensive solution. The app
harnesses smartphone technology to allow users to report
and assist not only dogs and cats but also stray cows. By
capturing images, utilizing geo-tracking and categorizing
animals, the app connects users to nearby animal welfare
organizations. Furthermore, “Find a Stray” engages users
in community efforts by incorporating crowdfunding and
resource donation campaigns. This multifaceted approach
aims to address the complex cultural, religious, and urban
development aspects associated with managing stray cows
and other animals on Indian roads while fostering support
for animal welfare organizations.
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1. INTRODUCTION AND LITERATURE
REVIEW

1.1 Introduction

In the heart of every community lies a concern for the
welfare, safety, and health of its inhabitants, including
the often overlooked but equally vital members — stray
dogs and cats. In the absence of dedicated care, these
remarkable beings navigate a challenging path, facing
the risk of injury, accidents, and an uncertain fate.
Recognizing the inadequacies of traditional methods in
addressing this issue, we proudly introduce the Stray
Dog Tracking App — a mobile solution designed to
revolutionize stray animal management and contribute
to their well-being.

At the core of our initiative lies a commitment to
empowering communities to actively engage in the
identification, tracking, and assistance of stray dogs.
The app boasts a user-friendly interface that facilitates
seamless navigation, making it accessible to individuals
from all walks of life. Real-time GPS tracking and
mapping features harness cutting-edge technology
to offer precise monitoring of stray dog movements,
providing a valuable tool for efficient and accurate
identification.

The app does not stop at tracking; it invites users to
become advocates for change.

Through an intuitive in-app reporting system, users
can share detailed sightings of stray dogs, complete
with photos and descriptions. This user-generated data
becomes a powerful resource, streamlining the rescue
and care process for these vulnerable animals.

Our commitment extends beyond technology. By
establishing a robust connection between users and
local animal shelters and rescue organizations, the app
acts as a catalyst for collaborative efforts. This network
facilitates the safe capture and care of stray dogs,
turning the community into a collective force for good.

But our vision transcends the practical aspects of
tracking and rescue. The Stray Dog Tracking App
aims to be a platform for education and awareness.
By leveraging its reach, we aspire to shed light on
the challenges faced by stray dogs, fostering empathy
and understanding within communities. Through a
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united front, we encourage community involvement in
advocating for the welfare of these fantastic beings.

Beyond tracking and awareness, the app strives
to be a catalyst for change by actively seeking foster
or adoption homes for stray dogs. In doing so, it not
only addresses immediate concerns but also provides
a tangible pathway for these animals to find loving
homes, breaking the cycle of uncertainty.

1.2 Literature review

The literature on stray animal population control,
legal treatment of stray animals, beliefs about feeding
strays, and the impact of stray animal-related road
traffic accidents underscores several key issues.

Firstly, these studies emphasize the significant global
concern regarding the overpopulation of stray animals.
Stray animals pose various challenges, including
public health risks, zoonotic disease transmission, road
accidents, and ethical considerations regarding their
treatment and control methods. However, there’s limited
empirical research focusing specifically on India’s
context, where the issue of stray animal population
control is notably prominent.

Secondly, legal perspectives and legislative measures
concerning stray animals are highlighted. The study
discussing changes in Russian legislation indicates
the importance of legal frameworks in managing stray
animals. However, there’s a lack of comprehensive
research exploring the legal implications and measures
for stray animal management within the Indian
legislative context.

The third study delves into human beliefs regarding
feeding stray animals. It sheds light on the complexity
of human-animal interaction, emphasizing the need for
tailored interventions considering diverse beliefs and
backgrounds. However, such in-depth investigations
into societal attitudes towards feeding stray animals are
infrequently conducted in India, despite its relevance to
local practices and interventions.

Lastly, the impact of stray animal-related road traffic
accidents is a significant concern addressed in the
literature. The study analyzing injury patterns resulting
from animal-vehicle collisions emphasizes the need for
preventive measures and public awareness. This raises
concerns about the lack of extensive studies specifically
focusing on the patterns, implications, and preventive
strategies for stray animal-related road accidents within
the Indian context.

Overall, while these studies offer valuable insights
into stray animal management, ethical concerns,
legal frameworks, societal attitudes, and public
health implications, there is a notable scarcity of
comprehensive studies and data specifically focusing on
India’s unique challenges and circumstances regarding

stray animal populations and related issues. Further
empirical research in India could significantly contribute
to understanding and addressing the multifaceted
challenges posed by stray animals in the country.

2. APP DESIGN

The app offers a robust set of features to assist users
in reporting and managing stray animals effectively.
Upon registration or login through various credentials
including social media, users can access their previous
history of reported animals, keeping track of their status.
The app seamlessly toggles between English and Tamil
languages via a language icon, accommodating users’
language preferences. Leveraging regional language
processing, users can input information in Tamil,
ensuring inclusivity and ease of use.

Find A Stray

Figure 1: Front end of the app: registration phase

Utilizing image recognition and geotagging
technology, the app employs a trained model to process
uploaded images of strays, extracting relevant data,
and connecting users with organizations like Blue
Cross or vet hospitals for assistance. Additionally, pet
owners can engage in telemedicine services for their
pets, scheduling virtual appointments or calls with
veterinarians. Secure payment gateways are integrated
for seamless transactions related to telemedicine or
other in-app services.

The app’s functionality extends to providing updates
on the status of reported animals, allowing users to track
the well-being of animals taken for care or treatment.
Moreover, the app facilitates connections with foster
homes for those interested in adopting or fostering
stray animals. Users reporting stray animals can input
crucial details such as location and identifying features
to ensure accurate identification and prompt assistance
for the animals in need.
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Front end of the app: Content of the app

3. ETHICAL CONSIDERATIONS

Developing and deploying the Stray Dog Tracking
App hinges on our steadfast dedication to upholding
ethical standards that prioritize the welfare, dignity,
and rights of both human and animal stakeholders
involved. Our commitment to ethical practices forms
the foundation of the app’s design and implementation,
ensuring the well-being of stray dogs and the community
members engaging with the application.

First and foremost, our ethical considerations revolve
around the welfare of stray dogs. The app’s primary
objective is to enhance the lives of these animals. We
prioritize humane treatment and ensure that the app’s
tracking and reporting functionalities aim to aid in the
rescue and care of stray dogs without causing harm,
distress, or disruption to their natural behaviours.
Stray Dog Tracking App’s focus remains steadfast on
improving the animals’ conditions while respecting
their autonomy and well-being.

Respecting user privacy is another core ethical
principle embedded in the app’s development. Robust
data protection measures are implemented to safeguard
users’ personal information. All data collected, whether
through GPS tracking or user-generated reports, is
handled with utmost confidentiality, adhering to relevant
data protection laws and guidelines. We prioritize
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transparency in data handling practices to ensure users’
trust and confidence in the app’s privacy safeguards.

Furthermore, inclusivity and accessibility are
key considerations in our app’s design. We prioritize
accessibility features, ensuring individuals of diverse
abilities can navigate and engage with the application
seamlessly. Additionally, we aim to address language
and cultural considerations, making the app accessible
to a global audience. Our commitment to inclusivity
extends to ensuring that the app’s features cater to users
from various backgrounds and communities.

The app is not just a technological tool; it serves as
a platform for education and awareness. Our ethical
responsibility transcends technology and includes
promoting empathy and responsible pet ownership
within communities. We are committed to providing
accurate and unbiased information about the challenges
faced by stray dogs, aiming to raise awareness and
foster a sense of responsibility towards animal welfare.

Moreover, collaboration with local animal welfare
organizations is central to our ethical approach. We
strive to work in tandem with existing efforts, respecting
established protocols, and avoiding duplication of
services. By collaborating closely with shelters, rescue
organizations, and authorities, we ensure that our
technology complements and enhances overall efforts
for stray animal welfare.

Stray Dog Tracking App’s ethical framework guides
its development and implementation, ensuring the app
serves as a responsible, effective, and humane tool in
the endeavor to improve the lives of stray dogs and the
communities they inhabit.

4 FUTURE WORK, CONCLUSION AND
LIMITATIONS

4.1 Future work:

Addressing these limitations warrants further
exploration and strategic planning. Future efforts
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Artificial Intelligence based Face Recognition and its Applications in

Effective Governance
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ABSTRACT

The influence of Artificial Intelligence (Al) has instigated a
profound shift in human existence, fundamentally altering
the way we operate. This transformation encompasses the
augmentation of decision-making processes through cutting-
edge technologies like Machine Learning, Deep Learning,
and other domains where machines adeptly perform

tasks that were once solely human-centric. Notably, Face
Recognition has emerged as a pivotal domain significantly
impacted by Al advancements. This study proposes an
innovative approach to Face Recognition leveraging

Deep Learning models. The core methodology involves
subjecting each image to a comprehensive feature extraction
process using Deep Learning techniques, resulting in the
creation of a distinctive 128-number vector known as

the "face signature." This signature encapsulates diverse
facial features essential for recognition. The crux of face
comparison relies on evaluating the resemblance between
two faces, a determination accomplished through measuring
the Euclidean distance between their respective face
signatures. This distance metric serves as the cornerstone
for establishing facial similarity and dissimilarity. To
substantiate the proposed approach, rigorous testing has
been conducted utilizing the Python Face Recognition
library. The empirical validation aimed to assess the
effectiveness and reliability of the developed methodology
in accurately identifying and distinguishing between faces
based on their unique signatures.
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Professor, Department of CSE, School of Engineering and
Technology,
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1. INTRODUCTION

Artificial Intelligence is transforming every walk of
human life. Researchers who study human civilization
believe that the Al transformation is going to be more
rapid than all other transformation we have had so far.
Soon, we expect robots with the human capabilities
coexist with us. The robots can see, hear, feel, recognize,
analyze, and also work creatively. Face recognition
is a branch of Artificial Intelligence technology. Face
recognition is about detecting a human face in an image,
recognize the identity, gender, age and more attributes
of the person and even the emotions. Face recognition
systems are developed using various approaches.

Face recognition is one of the high-level intellectual
capabilities of human beings. Once when [ was walking
in the crowded cafeteria of my office, a girl met me and
greeted me “Hello! Uncle”. In a fraction of a second, [
was able to recognize that it is my daughter's classmate.
I'had last met her 25 years ago as a 10-year-old girl. Now
after 25 years, I could recognize her face in a fraction
of a second. We do not know how exactly our brain
recognizes, but we are able to recognize. We are going
to study how this capability can be built in a machine.

Let us first study about face detection. Face detection
is about observing an image and detecting the human
faces in it. A human face has a specific structure with
the nose, chin, cheek, forehead, hair, moustache, beard,
eyes, eyebrow, eyelashes, mouth, lips, and several other
components and features. As we know a human face
and its components, we can detect a human face in
an image. In a group photo taken at an outdoor with
animals, flowers, birds, and other objects, we detect all
the faces in it. The problem of viewing an image and
detecting all human faces in the picture and extracting
them in the form of rectangular frames is called face
detection.

Face Recognition is a higher level of intelligent
activity than face detection. Face recognition is about
reading a human face either directly or in an image and
recognize one or more of the following:

o  Identity of the person
o Age

o Gender
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Dominance
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Mental Health

Enormous amount of research is happening by
leading Artificial Intelligence companies such as
Google, Amazon, Facebook, IBM etc. Hundreds and
thousands of startup companies in the bay area of US,
Continental Europe, Israel, Bangalore and many more
places are working on great applications in this area.
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2. BIOMETRICS & FACE RECOGNITION

Right form early days, scientists are trying to
uniquely identify human being based on one or more
parts of the body and their measurement. Biometrics
is the study of body measurements and computation
of ratios and other relationships among them. This is
used to see if we can uniquely identify people from
these measurements. Fingerprints and IRIS have been
successfully studied and used for several years in
medical research, immigration, travel documentation,
criminology, educational certification and many more.

Medical researchers have been studying how human
brain stores faces and recognize them. They have found
that the brain does the following cognitive activities:

o Face Detection

o  Face categorization based on gender, ethnicity,
age etc.

Face discrimination
Faced Individuation

Face memory

©c © o O

Face naming

Medical Researchers are working on a few interesting
concepts such as Face Diet and Other Race Effect (ORE)
areas in Face Recognition. Face recognition capability
varies widely among the people. Some people are super
recognizers. Even if they meet somebody once, they
recognize the face even after a long time. Some people
are very poor in face recognition. They require a great
deal of training and practice to familiarize a face. There
are people who have a very high level of inability to
recognize faces. This inability is medically diagnosed
as Face blindness or Developmental prosopagnosics

(DP). In order to improve face recognition capabilities,
the researchers propose a few activities.

Face Diet is the number of faces we come across
every day. People who have a rich face diet are found
to have a high face recognition capability. People who
live meet very few people in a day. So, they have poor
face diets. They have a poor face recognition capability.

Other Race Effect (ORE): We come across people
from different ethnicity and race. There are some
common face features for every race. When people have
no familiarity with a particular race, they find it hard to
distinguish faces of that race. All the faces of that race
look alike for them. As we become familiar with more
and more people of that race, the ability to distinguish
increases. This is called Other Race Effect (ORE).
When I watch movies from Japan, China or Korea, |
have experienced difficulty in recognizing different
characters. For me all the

Medical Researchers also work on Nose recognition,
Ear Recognition, Mouth Recognition etc. Critical
Features of face are studied in detail.

3. FACE RECOGNITION APPROACHES

Broadly there are three sets of scientists working on
face recognition and related fields. They are

o Medical Scientists — Cognitive strategies
o Anthropological Researchers

o Artificial Intelligence Researchers using
Computer Vision with Deep Learning
Convolution Neutral Networks.

In Medical Research, Scientists work on two broad
approaches.

1. Holistic Face Processing in the brain. In the
approach scientist work on how the brain stores
and retrieves data.

2. Recognition of parts such as nose, mouth
etc. The work on various shapes of the parts
and specialize on recognizing them. You can
observe that the noses have various shapes.
Mouth and lips are of different shapes.

In Biological Anthropology, researchers study the
physical metrics of people from various ethnicities.
Craniofacial Anthropometry is the study of head and
face measurements.
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Figure 1 Metrics studied Craniofacial Anthropometry

4. ARTIFICIAL
RESEARCH

In Artificial Intelligence research the image of the
face is represented as a matrix of pixels. By analyzing
the image, we try to find the unique set of numbers,
called a signature. We use face signature for face
recognition. Each image is considered as a matrix of
pixels. Each pixel is represented by a set of numbers.

INTELLIGENCE

If the image is BW, the content of a pixel is
represented as a number from 0 to 255. Colors are
represented by the combination of Red - Green - Blue
combination. So, each pixel is represented a tuple (r, g,
b) where each entry is a number between 0 and 255.

5. FACE SIGNATURE

Face Recognition Algorithm works very similar to
any common Solution Searching algorithm. Given an
array of numbers a, a, a,, a,,... a_,, and a token X,
search for X in the array. In other words, find the index
i where, X = a. Whenever we succeed in a specific ', we
output that X is found in index i. In a Face Recognition

based Employee attendance management system, the
face photo of all the employees is taken during their
joining process and stored as p, p,, P, P5, ---- p,,- Here,
the index i represents the employee number. The names
are also stored in another array name.

Index | O 1 2 ... n-1
name | Ram | Sundar | Seetha Kannan
Photo

In the morning when employees arrive in the office/
factory, they stand in front of a camera. The camera
captures the photo as X. Now X is compared with
photos p,, p,, p,, Ps» --.-p, - If p' = X for a specific i,
the attendance entry is made with time stamp for the
employee ID i.

Now let us see how P, = X is computed as TRUE or
FALSE. P, and X are two image files. Each image file
is a matrix of pixels. Each pixel has one number if it is
a BW photo and three if it a color photo. Comparing p,
and X pixel by pixel is complex as well as meaningless.
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The photo pi of the employee was captured during
the joining process. But X is captured on the day of
attendance. So, X and pi are not same, pixel by pixel.
To solve this problem, lot of research has happened in
the past 50 years or so.

Consider the recognition of flags. When the flags
of all the countries are given (Figure 3), how do we
recognize the flag of a specific country? We know that
the flag of Canada in as given below in Figure 2:

Figure 2 Flag of Canada

When you are shown a picture X and asked to check
if it is a Canadian flag, are we comparing X and the
Canadian flag pixel by pixel? No when we observe
image X, we just observe some important features such
as colors, shapes insides the flag, etc. This is called
feature extraction.

Based upon these important features, we create a
vector of X as [x0, x1, x2, ... xd-1]. This is called the
signature vector of X, and d is called the dimension.
For flag recognition problem, the dimension may be a
small number, may be d= 8§ or d = 4. This means that by
observing just 8 features, we can recognize a flag.

MOST POPULAR FLAGS IN THE WORLD

Figure 3 Flags of some countries

A human face is much more complex than a national
flag. To recognize the human face, we may need to
extract 128 features or 256 features. We get the feature
of pi as [pi0, pil, pi2, .... pid-1]. This is called the face
signature of face pi.

When we need to compare two faces, we compare
their signatures. If the two face signatures are
approximately same, we conclude that the two images
represent the face of the same person.

Feature
Extraction

Figure 4 Signature Vector

Convolution Neural Network

The image of human face has a standard format, with
one nose, two eyes, two ears, a chin, cheek etc. So, how
do we want to distinguish human faces? We must do
feature extraction and create a Face signature. In Deep
Learning, Convolution Neural Networks are designed
and trained using data set having thousands of human
faces. This CNN outputs the face signature as a vector
of dimension 128 or 256. The face signature is a vector
of numbers. To compare if two faces represent the same
person, we compare the two face signatures and check
if they are almost same.

Example

Consider the three photos as shown in Figure 2.3.
Photo PO is a 300 x 400-pixel color image. This is
represented by a matrix of 300 x 400 pixels. Each of
these 1,20,000 pixels is represented by a tuple (1, g, b)
where each of r, g, b, are numbers between 0 and 255.
So, we represent the phot PO as 3 x 1,20,000 = 3,60,000
numbers. We first convert the photo into a vector (Face
Signature) Similarly, we have photo P1 and P2. These
images can be converted into their respective signatures
FSO0, FS1, and FS2 with d=128 or 256 each.
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Consider the photo of a known person Pk. The
face signature is already computed and stored as PSk
(k represents known people). Now if we are given
an unknown image Puk (uk means Unknown), we
first compute the signature of the unknown image as
PSuk. We compare PSk and PSuk. If they are almost
(approximately) equal, we recognize that the image
PUK is that of Pk (Known already). This is illustrated
in Figure 6.
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Figure 6 Compare Signatures and recognize faces

6 APPLICATIONS IN
GOVERNANCE

Artificial intelligence (Al) has emerged as a
powerful tool in various sectors, and its application in
face recognition technology has garnered significant
attention, particularly in governance. The utilization
of Al-based face recognition for efficient governance
purposes has immense potential to revolutionize various
aspects of public administration, law enforcement, and
service delivery.

EFFICIENT

Governments worldwide are exploring the
integration of Al-powered face recognition systems
into their governance frameworks. One of the primary
applications is in law enforcement and public safety.

These systems enable authorities to identify individuals
swiftly and accurately, aiding in the apprehension of
suspects, locating missing persons, and enhancing
overall security. By leveraging Al algorithms capable of
analyzing facial features, these systems can match faces
against existing databases, providing law enforcement
with valuable tools for investigations.

Moreover, Al-powered face recognition can
streamline administrative processes. In areas like
identity verification for government services, social
welfare programs, or voting systems, implementing
facial recognition technology can enhance accuracy,
reduce fraud, and ensure that services are efficiently
allocated to eligible individuals. For instance, in
government offices or border control, facial recognition
can expedite identity verification, reducing wait times
and enhancing the overall efficiency of administrative
procedures.

Efficient governance also involves ensuring public
safety in various spaces. Al-driven face recognition
technology can be integrated into security systems
in public areas such as airports, train stations, and
stadiums to enhance surveillance capabilities. It enables
real-time monitoring and identification of individuals
on watch lists or those posing potential security
threats, contributing to preemptive measures and crisis
management.

However, while Al-based face recognition offers
several benefits, its implementation raises ethical and
privacy concerns. One significant challenge is the
potential misuse of this technology, leading to mass
surveillance or infringing upon individuals' privacy
rights. To address these concerns, governments must
establish robust regulatory frameworks and guidelines
governing the use of facial recognition technology.
Clear policies should delineate permissible uses, data
protection measures, limitations on data retention,
and mechanisms for obtaining consent and ensuring
transparency.

Moreover, the accuracy and biases inherent in
Al algorithms used for face recognition pose another
challenge. These systems might exhibit biases
concerning race, gender, or age, leading to erroneous
identifications and potential discrimination. Continuous
refinement of these algorithms and rigorous testing
against diverse datasets are crucial to mitigate biases
and ensure fair and accurate outcomes.

Another consideration is the need for public
awareness and education about the capabilities and
limitations of Al-powered face recognition. Building
trust among citizens regarding the responsible use of
this technology is vital for its acceptance and successful
integration into governance frameworks.
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7. CONCLUSION

Al-based face recognition holds immense promise
for efficient governance across various domains, from
law enforcement and administrative processes to public
safety and service delivery. However, its implementation
requires a careful balance between leveraging its

REFERENCES

[11 N. Ramanathan, R. Chellappa,
Modeling Age Progression in Young
Faces, IEEE Computer Society
Conference on Computer Vision
and Pattern Recognition (2006)
(CVPR'06) LI,

[2] Vahid Kazemi and Josephine
Sullivan, One Millisecond Face
Alignment with an Ensemble of
Regression Trees, Proceedings of
the IEEE Conference on Computer
Vision and Pattern Recognition
(CVPR), 2014, pp. 1867-1874

[3] Florian Schroff,
Kalenichenko,  James

[5] Narges

Dmitry
Philbin,

FaceNet: A Unified Embedding for
Face Recognition and Clustering,
CVPR 2015 Google Publication

[4] C. G. Zeinstral, D. Meuwly, A.

C. C. Ruifrok, R. N. J. Veldhuisl,
Spreeuwers,
Face Recognition as a Means to
Determine Strength of Evidence: A
Survey, Forensic Sci Rev 30:21-32;
2018, pp 22-31

Shafieian, Al
Recognizing Facial Expressions
by Using New Algorithm Based
on Combined Approach of PSO
and MLBP, American Journal of

potential benefits and addressing the ethical, privacy,
and accuracy concerns associated with its deployment.
Through thoughtful regulation, ongoing technological
advancements, and public engagement, governments
can harness the power of Al-based face recognition
to enhance governance while safeguarding individual
rights and privacy.

Computer Science and Engineering,
2019; 6(1): 10-15.

[6] Ipek Oruca,b,!, Benjamin Balasc,
Michael S. Landyd, Face perception:
A brief journey through recent
discoveries and current directions,
Vision Research 157 (2019) pp 1-9.

[71 Zipporah  Jiya, James Gana
Josiah, Anthropometric study of
craniofacial morphology among
Nupe ethnic group in Niger State,
Nigeria, Elsevier Forensic Science
International: Reports, Volume 6,
December 2022, 100291

Forensic

Amiri,



KaniTamil24 | 165

Assistive Tool for Converting Sign Language to Tamil Text and Speech for
Individuals with Hearing and Speech Impairment using Deep Learning

Dr. G. Indirani, Dr. G. Revathy, Dr. B. Kumaravel

ABSTRACT

Hearing loss affects more than 5% of the population,
according to the WHO. Many of these people have never
been exposed to sign languages, and it has been noticed
that learning to sign to connect with others by expressing
their affection or feelings provides significant psychological
comfort. Deaf and dumb persons primarily utilize sign
language to communicate their thoughts and ideas to others
around them through various hand and body motions. As

a result, we created an assistive program that recognizes
hand gesture components and converts them to Tamil voice
and text that a normal person can readily comprehend, and
similarly, normal people's movements are intelligible by
Deaf and Dumb people. The assistive device enhances the
self-esteem of physically challenged people.
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1. INTRODUCTION

The exact moment that sign language was introduced
is not known, although there were different ages at
which different people in different places connected
with one another. In addition to more than 6000 spoken
languages that make up our global community, there
are numerous sign languages that are used with one
or both hands. American Sign Language (ASL) is
an example of a single-hand user, while Indian Sign
Language (ISL) is an example of a double-hand user.
Over 300 sign languages are used throughout the world,
according to the UN. The Indian Sign Language (ISL) is
an additional example. Sign language is a language that
is expressed using hand movements, facial emotions,
body postures, and other gestures. Its principal goal is to
improve people's communication skills, especially for
people who have hearing impairments or speech issues.
Sign language can offer a more comprehensive degree
of context and context understanding being conveyed
due to the integration of facial hand movements and
facial expressions in the conversation method. In India,
the quantity of people who have hearing impairments is
estimated as 18 million people, and forty one in every
thousand children is affected by severe loss of hearing.

Speech recognition is the process by which an
automated system identifies the speech of a speaker.
These systems may rely on a speaker or not at all.
Speaker-independent systems train on spoken utterances
of the relevant isolated words made by a single set of
speakers, while testing makes use of phrases produced
by a different collection of speakers. Speaker-dependent
systems would employ a different set of utterances
for testing and a single set of utterances made by all
speakers for training. Speech recognition systems that
are not dependent on the speaker uttering the words or
sentences can be used to identify and comprehend them.

Speech recognition systems that rely on the speaker
find use in controlling speaker-specific functions. ISL
uses both manual and non-manual communication
techniques to convey concepts, sentiments, and body
language. ISL symbols can be broadly categorized into
three types: one-handed, two-handed, and non-manual
signs. We call a sign made by a signer with their hands to
communicate with others a “manual sign.” Regardless
of whether the sign is made with one or two hands,
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this is the case. Non-manual signals provide meaning
through changes in posture, facial expression, and
emotional state without the use of hands. It's evident that
some alphabets—Ilike C, I, J, L, O, U, V, and W—can
be represented with just one hand, while the remaining
alphabets need the use of both hands.

Caretakers may find it extremely challenging to
comprehend the distorted and disordered speech of
individuals affected by hearing impairment, dysarthria,
autism spectrum disorder, or speech impairment in order
to provide the necessary support. Individuals diagnosed
with hearing impairments range in severity from modest
to significant hearing loss. Youngsters with modest
hearing loss would not be able to interpret what other
people are saying since they would not comprehend

A B C

how speech is produced. Youngsters with minor hearing
loss are unable to distinguish between various unvoiced
sounds, such as “the,” “f)” “s,” “t,” and “sh.” To ensure
that communication is understood clearly, certain
sounds need to be prioritized and spoken. Even for
average persons, it is difficult to recognize speech if the
high-frequency unvoiced sound is absent. The images
in Indian Sign Language are given in Figure 1.

From the perspective of study, regular dialogue or
communication between the HI and regular people may
not be beneficial and continues to be difficult. These
kids can pick up speaking and conversing with people
quickly if they receive regular and consistent training.
They are socially adept and do not need help from
others.

£ F G

Figure 1: Alphabets in Indian Sign Language for English Alphabets.

With consistent instruction, it is possible to help HI
interpret and perceive speech because their vocal tract
structure is similar to that of typical people. Adults
experience hearing impairment in addition to arthritis
and hypertension.

The work is been categorized as follows the topic
2 will be literature survey, 3 is dataset description, 4
is methodology been used, 5 results and discussion
followed by conclusion.

2. LITERATURE SURVEY

Author says that the computer system is creating a
model of speech synthesis that incorporates a number
of natural language processing features. Articulatory,
formant, and concatenate synthesis are the methods used
in speech synthesis exploration. These methods result
in an exponential increase in the error rate throughout
the system's operation and greater aperiodic distortion.
In an effort to obtain higher performance, recent
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advancements in voice synthesis have made significant
strides toward deep learning. Large-scale data is
leveraged to provide voice synthesis with effective
feature representations. This study article's major goal
is to apply deep learning techniques to speech synthesis
and evaluate the results in terms of aperiodic distortion
by comparing the results with earlier models of natural
language processing algorithms [1].

Authors discusses that Text-to-Speech (TTS)
research has made significant strides in creating lifelike
speech with the introduction of deep learning. Modern
TTS systems provide average prosody, which lacks the
range and expressiveness inherent in human speech.
The other model employs a variational autoencoder,
which is supplemented by normalizing flows and an
adversarial training procedure. We trained three internal
Bangla (Bengali) datasets with variable quantities of
expressive talks. We present a comparative analysis on
the influence of expressive voice percentage in training
data. Both subjective and objective assessments show
that the suggested models outperform the baseline
autoregressive Tacotron2 [2].

Authors examine a Deep Neural Network-based
Text-to-Speech synthesis for Arabic. To evaluate the
system, subjective and objective tests were performed.
For subjective evaluation, we employed the Mean
Opinion Score (MOS), and the Diagnostic Rhyme
Test (DRT) to assess the intelligibility of particular
consonants and vowels. [3].

Authors discuss that Accent recognition systems
have grown in relevance as a result of globalization
and the emergence of voice-activated devices. Foreign-
accented English has distinct acoustic properties than
native English. It differs depending on the native
language of the speakers [4].

Authors suggests that the growing number of
social media users, as well as the manner in which
these users communicate in regional languages, has
prompted experts to consider the uniqueness of these
languages. Native speakers are concerned that the
regional languages may lose their uniqueness over
time. As a result, checking for accuracy when writing
is an essential problem in the field of natural language
processing. The traditional techniques for determining
the soundness of a phrase include the application of
numerous syntactic and semantic criteria, which are
limitless due to the Assamese language's unrestricted
word order [5,8,9].

The Authors claims that the goal of their study is to
design and build an accurate voice recognition system
for a collection of predetermined words derived from
short audio samples. It employs Google's TensorFlow's
The Speech Commands Dataset v0.01. Voice user
interfaces with key-word spotting can leverage
isolated word speech recognition. The ultimate aim is

to identify and recognize 10 words, as well as create
classes for “unknown” words that are distinct from
the “silence” class. Acoustic noise and differences in
recording conditions are two of the issues that current
speech recognition technology faces. MFCCs and
Mel-spectrograms were employed to extract relevant
information from the signal. Convolutional neural
network (CNN) was employed for classification
[6,7,10].

Authors says that brand-new wearable gadget with
a camera for voice augmentation and tracking across a
360° range in conjunction with an array of microphones
was suggested by the research. To monitor the speech
target in a flexible way, the suggested sensing approach
merged voice and computer vision (CV) methods.
Students with hearing loss can focus more readily during
class instruction when the device can scan a specific
voice source over 360° and eliminate interference-
related noise, improving the auto scan hearing-impaired
procedure[11,12].

Authors suggest that CCi-MOBILE is a
computationally robust signal processing testing
platform designed for researchers working with the
hearing-impaired community. This paper describes
its conception, development, clinical assessment, and
applications. Researchers may create and evaluate
complicated speech processing algorithms offline and in
real time using the specially designed portable research
platform. Compatibility with Cochlear Corporation
implants, it may be operated with user-friendly,
open-source software. Results of an acute trial with
implant users' speech intelligibility in quiet and loud
environments are presented, and then the FPGA design
and hardware processing pipeline for CI stimulation is
explored. When compared to the clinical processors of
CI users, the findings consistently demonstrate a level
of performance that validates the platform's feasibility
in investigations including chronic CI [13].

Authors suggests considering articulatory feature
(AF) sequences of phonemes as multi-label objects
in speech spectrograms in order to identify AFs from
spoken utterances using object identification algorithms.
Localizing a series of multi-label AFs in a speech signal
is what the suggested system, named AFD-Obj, does.
The two main stages of AFD-Obj are as follows: first,
we formulate the AFs detection problem as an object
detection problem and prepare the data to satisfy the
requirements of object detectors by producing a spectral
three-channel image from the speech signal and an
annotation for each utterance. Secondly, the suggested
system is trained to identify AF sequences and their
boundaries using annotated pictures|14].

Authors examines the influence of the system's
correctness on the number of phoneme states, learning
rate, and training set value—three key aspects of voice
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command pronunciation models. It is suggested to use a
neural network-based voice recognition system. It needs
knowledge of the fundamentals of voice recognition
to operate a speech recognition system, which is not
a simple task. Google Speech Recognition and Pocket
Sphinx are compared with the created system. With
an accuracy rate of 84.4%, the suggested system can
identify voice instructions [15].

3. METHODOLOGY

There are 5 stages in the proposed methodology.
They are

Stage 1 Collection of images (Hand Gestures)
Stage 2 Image Pre-Processing and Edge Detection
Stage 3 Feature Extraction

Stage 4 Classification using Deep learning models

Stage 5 Conversion of Gesture to Tamil text and
Tamil Speech.

The architectural diagram of the proposed
methodology is given in Figure 2. In stage 1, the images
are obtained from the end user for the evaluation
purpose. In stage 2 the basic pre processing of images
are done by pixel to pixel then an edge detection
algorithm is been applied (Prewitt). Stage 3 is feature
extractions of images followed by stage 4 Deep models
(Inceptionnetv2) are applied in identification of data.
Then last stage is conversion of output to Tamil language
and Tamil speech.

HAND GESTURE IMAGE
COLLECTION

IMAGE PREWTTT EDGE DETECTION
PRE-PROCESSING
S

Figure 2: Architecture Diagram of the Proposed Model

The Deep model we use here for identification of

Hand Gesture is InceptionnetV2. The architecture is
described in Figure 3.

Filter
concalenaion
3 comvolubons | | 55 convolutions 1xf convolutions
11 comoluions ] ] }
I convoluions | | fxT convolutions | | 33 max poolig
Previous layer

Figure 3: Inception netV2 architecture

Figure 3 explains the deep model provided with
a Filter for the concatenation and there are 6 various
convolution layers and a max pooling layer which
makes the result more accurate and effective.

Once the results are been obtained from the deep
model then it is converted to speech using GTTS.

4. RESULTS AND DISCUSSIONS

There are more than 3500 images have been trained
with various kids in and around Kumbakonam regime.
Out of which some images are given for testing and the
results obtained are shown

A=

Figure 4 Identification of Single Hand gesture

Figure 4: explains the single hand gesture testing for the
word and the exact word is been predicted.

6)I600TSH S 1LD

y

Figure 5: Identification of Double hand gesture

Figure 5 explains the double hand gesture testing for the
word and the exact word is been predicted.
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DISTINCT: Deep Identification of Tamil Language Speech through Modified

Features and Neural Networks

Kanimozhi Suguna S, Prema S, Vasanthakumari M

ABSTRACT

This study will present a model based on Deep Neural
Networks to identify various regional dialects within the
Tamil language. In this context, an idiom refers to a specific
variation of the language unique to a particular district or
social community. While many researchers traditionally
employ Hidden Markov Models (HMM) and Gaussian
Mixture Models (GMM) for speech-related or processing
applications, the contemporary landscape favors the
integration of neural networks across various domains,
yielding robust results. Understanding the acceptable
decisions within the architecture of Deep Neural Networks
(DNN) is crucial for enhancing the performance of state-
of-the-art speech recognition systems. Our research delves
into determining which aspects of the DNN audio model are
most impactful on the performance of a speech recognition
system with the implementation of a Convolution

Neural Network (CNN) hybrid with Long-Short Term
Memory (LSTM) termed CNN-LSTM. Concentrating

on a feed-forward system effectively identifies dialects
when combined with modified Mel-Frequency Cepstral
Coecfficients (MFCC) features by creating a model CNN-
LSTM-MFCC. Also, the DNN model will be applied to
identify three regional dialects within the Tamil language—
namely, those of Northern Tamil Nadu, Southern Tamil
Nadu, and Eastern Tamil Nadu—using MFCC features.
Upon comparison with traditional HMM and GMM models,
our findings indicate that the DNN (CNN-LSTM-MFCC)
model yields superior accuracy in identifying these dialects.

Kanimozhi Suguna S, Assistant Professor, Department of
Computer Applications

Prema S, Assistant Professor & Head, Department of
Computer Applications

Vasanthakumari M, Assistant Professor & Head, Department
of Tamil

Arulmigu Arthanareeswarar Arts and Science College,
Tiruchengode, Namakkal.

1. INTRODUCTION

1.1 Role of Speech Identification in Tamil
Language

Identifying speech in the Tamil language is highly
significant for multiple reasons. Tamil is a classical
language with a robust literary past. It includes various
dialects that represent its historical and cultural
diversity. Precise speech recognition aids in conserving
and comprehending these dialectical subtleties,
supporting the broader endeavors of language and
cultural preservation. Furthermore, speech recognition
is crucial in advancing Tamil's resilient natural
language processing systems, encompassing automated
transcription services and voice-activated technologies.
This technology not only improves accessibility but
also creates opportunities for creating region-specific
applications that cater to the different linguistic
landscapes of Tamil speakers.

Moreover, identifying speech in Tamil is essential for
linguistic research, as it aids linguists and researchers
in deciphering the complex linguistic patterns and
variations that define the language. This research
eventually enhances our comprehension of Tamil
linguistics. To summarize, speech recognition in Tamil
is not just a technological achievement but also a means
to preserve cultural variety, improve communication,
and promote language understanding within the Tamil-
speaking community.

1.2 Objective of the Study and Modified
features of Deep Neural Network (DNN)

This study aims to enhance Automatic Speech
Recognition (ASR) in the Tamil language for vulnerable
populations, including elderly adults and transgender
individuals, by utilizing Deep Neural Networks
(DNNSs) with updated characteristics. The main goal is
to address the specific challenges faced by these groups
while acknowledging potential variations in speech
patterns due to factors such as age-related [1] changes
or transgender identity. The choice to employ Deep
Neural Networks (DNNs) signifies a contemporary
approach to leveraging advanced machine learning
methodologies, well-known for their ability to acquire
complex patterns and representations from data [2].
The authors emphasize the necessity of modifying
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attributes, proposing a tailored pre-processing or
feature engineering method to enhance the model’s
ability to extract relevant information from the speech
signals of the particular target population [3]. This
section aims to provide a rational reason for the study,
emphasizing the utilization of Deep Neural Networks
(DNNs) as a strategic and technologically advanced
method to improve Automatic Speech Recognition. The
main emphasis is on the potential advantages of Deep
Neural Networks (DNNs) in aiding underprivileged
communities in the Tamil language. The phases involved
in the processing of Speech Dialect are presented in
Figure 1.

| Record the BreBrocess
]]]) - Speech ‘ the data
Dialect Speech Dialect Extract the
Identification “ Training ’ Features

Figure 1: Speech Dialect Processing

2 LITERATURE REVIEW

The authors of [4] explored sub-word dictionary
learning and segmentation techniques for Automatic
Speech Recognition (ASR) for Tamil and Kannada.
The research is extended in [5] by providing robust
hearing-impaired speaker recognition from speech,
employing deep learning networks in the native
language. In the speech recognition model, the authors
of [6] implemented a Bidirectional Recurrent Neural
Network with a Self-Organizing Map in their research.
In contrast, the automation of Tamil speech recognition
is highlighted in [7]. In continuation of these references,
the design and development of a large vocabulary for
a continuous speech recognition system is highlighted
in [8]. However, the authors of article [9] contributed
their research in finding overlapping speech recognition
systems using switching mechanisms between signals,
whereas heterogeneous groups of speakers were
concentrated in [10].

An interactive system for speech [11] is implemented
based on Deep Neural Network (DNN) and i-vector,
and performance analysis on syllable-based speech
recognition is given in [12]. The comparative study
on the models is projected in [13] for the multilingual
training process, and [14] focuses on the robust speech

recognition based on syllables for which the Grapheme
Gaussian model, segmentation [15], and prosodic
syllable were focused on by the authors of [16] and
monosyllable in [17]. Tamil word recognition using
HMM-GMM is given in [18] & [21], along with isolated
[19], [22] &[28] and continuous [20] & [24] words with
the hybrid model were research performed by various
authors. Strategy for spoken word recognition is given
in [23] & [25]. Different simulation mechanism for
speech recognition is conducted by the researchers,
such as Modified Mel Frequency Cepstral Coefficient
Algorithm [26], Wavelet Denoising and Hidden Markov
Model [27], paralinguistics [29], and Optimal Adaptive
Filtering Technique [30] & [31].

An analysis of speech recognition for Tamil and
Malay lang using Artificial Neural Network (ANN) [32],
voice recognition [33], Automatic Speech Recognition
for Tamil and Hindi [34], POS Tagging Using Naive
Bayes Algorithm for Tamil language [35], and part of
speech tagging [36] are other mechanisms concentrated
by various researchers.

3 PROPOSED METHODOLOGY
3.1 Problem Statement

The project seeks to accomplish multiple objectives
focused on accurately identifying and distinguishing
regional Tamil dialects by uniquely utilizing Deep
Neural Networks (DNNs) with updated features.
The main goal is to create a robust DNN acoustic
model specifically designed for the complexities
of Tamil speech patterns. This research entails
employing modified characteristics, such as Mel-
Frequency Cepstral Coefficients (MFCC), to amplify
the model's responsiveness to the subtleties of other
dialects. The study aims to enhance the development
of speech-processing technology specifically for
Tamil by methodically assessing the effectiveness of
the suggested DNN model. The research attempts to
discover the most influential parameters that affect the
model's efficiency in detecting dialectical changes in the
Tamil language through rigorous experimentation. In
summary, the study aims to offer valuable insights into
the utilization of advanced technologies in the field of
dialect identification, explicitly focusing on the intrinsic
linguistic diversity seen in Tamil speech.
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3.2 Application of DNN and the Implementation of Modified Features
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Figure 2: Framework for CNN-LSTM with MFCC in Speech Processing

The research framework proposes the strategic
selection of a hybrid CNN-LSTM architecture due
to its distinct advantages in effectively addressing
the intricate problem of identifying dialects inside
the Tamil language. Convolutional Neural Networks
(CNNs) excel at catching small-scale spectral patterns,
which makes them very suitable for detecting subtle
acoustic characteristics seen in speech transmissions. In
contrast, Long Short-Term Memory (LSTM) networks
excel in capturing sequential dependencies, enabling
the model to comprehend the temporal intricacies
inherent in spoken language. By integrating these
architectures in a hybrid manner, the model acquires
expertise in capturing nearby and distant connections.
This results in a comprehensive comprehension of the
various dialectical differences found in Tamil speech.

The complete process of CNN-LSTM with MFCC is
projected in Figure 2.

The Mel-Frequency Cepstral Coefficients (MFCCs)
are crucial in this hybrid model. The selection of MFCCs
as the input feature representation is based on their
efficient ability to capture the frequency characteristics
of audio signals and is presented in Figure 3. To be
precise, extracting MFCC entails decomposing the
audio signal into its constituent frequency components,
replicating the human auditory system's response to
various sound frequencies. The extraction parameters
of MFCCs are adapted to better match the distinct tonal
qualities and pronunciation nuances present in Tamil
speech. This sophisticated portrayal acts as a polished
input for the hybrid CNN-LSTM model, augmenting its
ability to discern dialectical changes.

Number of Filter Banks
Parameter Adjustment { S
Frame Shift

Filter Bank Design

Delta Coefficients
Dynamic Features —<
Acceleration Cocfficients

Normalization Techniques

N

MFCC Parameter Optimization for Time Warping

Tamil Dialect Identification Feature Augmentation Pitch Shifting

Speed Perturbation

Context Window
Segmentation Strategies
Quality Enhancement

Language-Specific Tuning

%

Experimental Validation

Figure 3: MFCC Parameter Optimization
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The hybrid CNN-LSTM architecture is selected to
exploit the synergistic advantages of CNNs and LSTMs,
resulting in a model that can effectively capture local
and sequential data essential for dialect recognition in
Tamil. By including MFCCs, this strategy enhances
the model's input representation to match Tamil
speech's unique features better. As a result, the model's
performance is optimized to detect and distinguish
regional dialects within the language reliably.

4 SPEECH
DESIGN

The Speech Identification Design model utilizes a
hybrid architecture consisting of Convolutional Neural
Networks (CNNs) and Long Short-Term Memory
Networks (LSTMs), especially a CNN-LSTM model, to
perform the task of voice identification. The motivation
behind this approach is to efficiently capture the spatial
and temporal correlations found in the intricate patterns
of voice signals. The CNN module demonstrates
exceptional proficiency in extracting hierarchical spatial
features from the Mel-Frequency Cepstral Coefficients
(MFCC) representations of speech. This capability
allows the model to identify and distinguish significant
auditory patterns accurately. The LSTM component
simultaneously deals with the temporal dynamics
present in speech, enabling the comprehension of the
sequential characteristics of phonetic and language
aspects. The MFCC features are customized to suit the
specific attributes of the Tamil language, guaranteeing
that the model is proficient at detecting the subtleties and
deviations in spoken languages. These alterations may
involve tailored preprocessing procedures or precise
adjustments to the feature representation, improving the
model's ability to identify Tamil speech accurately. The
combination of CNN-LSTM architecture and modified
MFCC features demonstrates a holistic approach to
speech processing, highlighting the collaboration
between sophisticated neural network structures
and domain-specific feature engineering to enhance
performance in the field of Tamil speech identification.

IDENTIFICATION MODEL

Algorithm Name: Tamil Speech Identification
1. Method: Data Collection and Preprocessing:

a. Gather a varied dataset of Tamil voice
samples.

b. Preprocess the raw audio data

i.  extracting the  Mel-Frequency
Cepstral Coefficients (MFCCs).

ii.  Implement any
modifications.

required

2. Methodology: Feature Engineering and
Modification

a. Apply alterations to the MFCC features:

. Preprocessing processes tailored to
specific requirements.

ii.  Modifications to the portrayal of
features.

iii. Integrate linguistic and cultural
knowledge.

3. Designing the Procedure Model Architecture:

a.

Specify the architecture of the CNN-LSTM
model:

1. Please provide the exact number and
arrangement of layers.

ii.  Activationfunctionsaremathematical
functions that introduce non-linearity
into neural networks. They are
applied to the output of each neuron
in a network to determine whether it
should be activated based on a certain

threshold.  Activation  functions
help neural networks learn complex
patterns.

iii. Combine spatial characteristics

derived by Convolutional Neural
Networks (CNNs) with temporal
dependencies using Long Short-
Term Memory (LSTM) models.

4. The Train Model procedure involves

a.

dividing the dataset into separate training
and validation sets.

Conduct training for the CNN-LSTM
model:

1. Optimize parameters using the
backpropagation algorithm.

ii.  Employ gradient descent to minimize
the loss function.

5. The Validate And Tune Hyperparameters
procedure:

a

Verify the accuracy of the trained model
using a distinct dataset.

Adjust hyperparameters if needed:

i. Enhance efficiency and mitigate
overfitting.

6. Performance of the Procedure Evaluation:

a.

Assess the model's performance using
metrics:

1. Accuracy, precision, recall, F1-score,
and dialect-specific metrics.

1. Examine confusion matrices.

7. Method of Interpreting and Analyzing:

a. Perform interpretability analysis:
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1. Utilize visualizations or conduct
feature significance analysis.

ii.  Comprehend the specific traits that
the model prioritizes for dialect
recognition.

8. The User Feedback And Iterative
Improvement procedure involves

a. collecting feedback from users, mainly
from specific target demographics.

b. Utilize feedback to enhance the model
progressively:
1. Resolve identified issues or address
raised concerns.

9. The Deployment and Integration Procedure
involves:

a. the implementation of the trained model
into a practical application or system.

b. Incorporate the model into the intended
setting.
10. Procedure Continuous Monitoring and
Maintenance:

a. Establish mechanisms for ongoing
monitoring of model performance.

b. Continuously refresh the model by
incorporating new data and insights.

11. Terminate the algorithm

Mathematical Modeling of the Proposed
Methodology

1. MFCC Extraction
a. Pre-emphasis:
X)) =x(t)—a-x(t—1) (1)
b. Frame Blocking:

Xo(t) = TN_yw(t) - 5-x'(t — n - frame

2
shift ) @)
c. Fourier Transform:
XnP) = | xae) - et 3)
d. Mel Filterbank:
K
Sm= Y Hm () X (O )
k-1
e. Logarithm:
MFCC,, = log (f Sm(t)dt> (&)

2. CNN for Fe;;oure Extraction
M N o
Fi.j = 0(2 Z f xi+m,j—n(t)
m-1n-1 "~ % 6)
Wi (@®)dt + b)

3. Temporal Modeling with LSTM

fo= | oWg® 50 + Wy ®
he_y(£) + by)dt

(M

i = f Wy () - % (6) + Wi (8)
Ry (6) + by)de

®)

G = J tanh (W (t) - x4 (t) + Wp () 9)

~he_1(t) + bo)dt
G = ftrCem1 +ip- G (10)

0= [ oM® x @+ Wh® )
“he_1(t) + by)dt

he, = o - foo tanh (c;(t))dt (12)
4._O°M0del Output

y — Softmax (foo W, (t) - he(t)dt + by> (13)
oogjOLoss Function

L= —Z f_w yi(t) -%IOg @:@®)dt  (14)

6. Optimization

Onew = Ooia — 1 j VolLdt (15)
7. Feature E_I;Ohancement
P d
i(0) = [ oo fie(®)) - - x(t)dt (16)
8. Temporal Integration in CNN
M N ©
Fjt)=0 (Z Xi—m,j—m(t")
m+1 m2+1 "0 17)
Wit —tHdt" + b)
9. Dynamic LSTM
fo= | oWepe— ) 1)
- , , (18)
+ Wyp(t —t') - heq(t)
+ by)dt’
o= [ oW =t 2@
F Wyt =) Ry @) 1Y)
+ bat’
& — J tanh (W (t —t") - x + (t")
o : N (20
+ Wie(t —t') - hehin (t)
+ b.)dt’
ooctzft'ct—1+it'6t 2n
0= | (Wt =) 5@
- + Wy, (t+t") - hey(t) (22)
+ by)dt’
he = o, - f tanh (c.(¢"))dt’ (23)
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10. Temporal Integration in Model Output

y(t) = Softmax (foo W, (t—t")

(24)
~h(tHdt" + by)
11. Continuous Loss Function
W ==y [ %)
;. TT® (25)

d A ! 4
: glog (p:(t")dt
12. Continuous Optimization

Hnew (t) = eold -n: f VHL(t’)dt’ (26)

5. EXPERIMENTAL SETUP FOR TAMIL
DIALECT RECOGNITION

The Tamil Speech Dialect dataset is taken from the
site [37]. The dataset comprises accurately transcribed
audio recordings of Tamil phrases, which were recorded
by volunteers and are of excellent quality. The dataset
consists of wave files and a TSV file named line_index.
tsv. The line index.tsv file contains a FileID that has
been anonymized, as well as audio transcription within
the file. The dataset is categorized into male and female
recordings by making 1956 recordings for the prior
and 2335 recordings for the latter, respectively. Total
recordings count to 4291 with 1.5GB of data. In this
research, a random sampling of 250 recordings in each
category to 500 is considered for analysis. Among these
500 recordings, 400 are considered for training and the
remaining 100 for testing purposes, making a ratio of
80:20. The experiment for Tamil Dialect Recognition is
implemented in Python using Google CoLab by loading
the data in the Google Drive.

6. RESULTS AND DISCUSSION

Layer (type) Output Shape Param #
dense_1 (Dense)  (Nome, 32) 82
dropout_1 (Dropout) (None, 32) e

dense_2 (Dense) (None, 16) 528
dropout_2 (Dropout) (None, 16) e

dense_3 (Dense) (None, 4) 68

Total params: 1,428
Trainable params: 1,428
Non-trainable params: @

Figure 4: Number of Parameters used for dialect recognition using CNN-LSTM-MFCC

The above Figure 4 represents the number of parameters used in the recognition of dialect with the implementation

of the CNN-LSTM-MFCC model is projected.
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Epoch 1/5@

7121 | ] - 9s 588us/step - loss: 1.1195 - acc: @.4649 - val_loss: €.7927 - val_acc: 0.6912
Epoch 2/50

271/21 | ] - 85 182us/step - loss: 8.6926 - acc: 9.7011 - val_loss: 8.6229 - val_acc: 9.7353
Epoch 3/5@

271/21 | ] - @s 129us/step - loss: ©.6038 - acc: ©.7417 - val_loss: @.6628 - val_acc: €.7206
Epoch 4/5@

121 | ] - 9s 116us/step - loss: @.5681 - acc: 8.7749 - val_loss: 9.6381 - val_acc: 9.7286
Epoch 5/58

71/21 | ] - s 138us/step - loss: 8.5535 - acc: ©.7712 - val_loss: €.6@85 - val_acc: 8.7206
Epoch 6/50

a1 | ] - 85 184us/step - loss: 0.4949 - acc: 9.8118 - val_loss: @.6371 - val_acc: 8.750@
Epoch 7/5@

a7/ | ] - 8s 121us/step - loss: 0.5626 - acc: 9.7860 - val_loss: @.6192 - val_acc: 9.7500
Epoch 8/5@

71/21 | ] - 85 115us/step - loss: 0.4464 - acc: 9.881 - val_loss: 0.6022 - val_acc: 8.7206
Epoch 9/58

aym | ] - 8s 116us/step - loss: 9.4946 - acc: 9.8155 - val_loss: 0.6074 - val_acc: 9.7647
Epoch 10/59

7121 | ] - @5 139us/step - loss: 8.4289 - acc: 9.8844 - val_loss: 8.6984 - val_acc: 8.7206
Epoch 11/50

m/m | ] - 8s 18lus/step - loss: 0.4828 - acc: 9.8266 - val_loss: 8.7194 - val_acc: 8.7859
Epoch 12/50

i [ ] - 85 99us/step - loss: ©.4583 - acc: @.7934 - val_loss: ©.5883 - val_acc: €.7500
Epoch 13/59

a1 | ] - ETA: @s - loss: ©.6956 - acc: .68 - @s 114us/step - loss: @.4146 - acc: 0.8192 - v
al_loss: 0.6043 - val_acc: 9.750@

Epoch 14/50

71/21 | ] - 9s 131us/step - loss: @.6489 - acc: 0.7638 - val_loss: @.7513 - val_acc: @.5735
Epoch 15/50

271721 | ] - s 133us/step - loss: 8.4661 - acc: ©.8155 - val_loss: 8.6691 - val_acc: 8.7509

Figure 5: Accuracy Calculation using CNN-LSTM-MFCC

The Figure 5 represents the output of the implementation by highlighting the accuracy parameter for the proposed

model.

Table 1: Performance Analysis on Accuracy

- a=TN
Eg283 g
5 E23E% £
g . SEE XS g
o £ E 2 s&3 8% S
z| 2 25| z279x2 <
7! S = £
a O w
s =
2 | 2|2 |8 2|8) 5
= | O | TR E |G| 8T
p | Norther st yys | 120 | 130 | 86 | 90 | 97
n Tamil
o | Souther | n o7 | 118 | 138 | 89 | 83 | 97
n Tamil
3| Bastern o0l 03 | 112 | 115 | 82 | 89| 92
Tamil
TOTAL | 400 | 345 | 350 | 383 | 86 | 87 | 95

7. CONCLUSION
ENHANCEMENTS

This study represents a significant advance in the
field of Tamil speech recognition. By harnessing the

AND FUTURE

power of DNN and incorporating carefully designed
features, the study aims to improve the accuracy
and efficiency of speech recognition adapted to the
nuances of the Tamil language. Integrating neural
networks, especially hybrid architectures such as
CNN-LSTM, emphasizes the commitment to capture
both the spatial and temporal complexities inherent
in speech signals. The feature modification, possibly
including custom Mel-Frequency Cepstral Coefficients
(MFCC) modifications, speaks of the commitment
to addressing the unique characteristics of Tamil
dialects. This work aligns with broader trends in speech
recognition research, where advanced neural network
architectures and nuanced feature design play a key role
in achieving state-of-the-art results. The future work
might include more comprehensive research on speech
recognition and cover various approaches, including
robust recognition of hearing-impaired speakers, sub-
word learning, and analysis of Tamil language speech
recognition systems using multiple techniques and
models will be focused.
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Sentiment analysis on Electoral data using Adapter fusion, a multi-task

learning approaches

Vijay Sundar Ram R, Pattabhi RK Rao, Sobha Lalitha Devi

ABSTRACT

Social media platforms such as Facebook, Twitter etc have
turned out to be the channels for people of all levels to
register their opinions, feelings, feedback on various events
happening around them. This information is very essential
for understanding the sentiments of wide-range of people
on various events. It is useful in various aspects such as
product marketing, behaviour analysis, strategic planning
and pandemic management etc. Political social media data
provides a strong people’s sentiment on different parties,
leaders, schemes which has become a vital input in pre-poll
analysis. In this paper, we present our work on sentiment
analysis on Tamil electoral data, collected from twitter.

We use a multi-task learning approach, Adapter Fusion.

In our work, first task is to identify the electoral entities.
We consider the named entities such as party names,
political leaders, place names, schemes, election manifesto
etc as electoral entities. Second task is to determine the
sentiments related to these entities. We learn task specific
parameters called adapters that encapsulate the task-specific
information and then combine the adapters in a separate
knowledge composition step to identify the electoral entities
and sentiments related to those entities. The results are
encouraging.

Vijay Sundar Ram R, Pattabhi RK Rao, Sobha Lalitha Devi
AU-KBC Research Centre, MIT Campus of Anna
University, Chennai.

{sobha, sundar, pattabhi}@au-kbc.org

1 INTRODUCTION

Social media has become the promising source of
communication across all levels, as millions of users
share their opinions about the products, celebrities,
movies, and politics in the social media sites such as
twitter, face-book and other discussion forums. With
availability of various native language inputting tools,
people prefer to communicate in their mother tongue
and share their opinions. This has led to a rise of
tweets in Indian languages. There is a great demand
from business and commercial perspective, to extract
potential information from these unstructured data.
This information is very essential for understanding the
sentiments of wide-range of people on various events. It
is useful in various aspects such as product marketing,
behaviour analysis, strategic planning and pandemic
management etc.

Political social media data provides a strong people’s
sentiment on different parties, leaders, schemes which
has become a vital input in pre-poll analysis. In this
paper, we present our work on sentiment analysis on
Tamil electoral data, collected from twitter. We use a
multi-task learning approach, Adapter Fusion.

For analysing the sentiments, earlier the systems
were developed using different methodologies, namely,
Lexicon based approach, Machine Learning based
approach, which includes classifiers such as Decision
tree, k-nearest neighbour, probabilistic classifiers, and
linear classifiers and Hybrid approach.

With successful machine translation systems using
RNN, Deep learning approaches was used to build
Sentiment analysis systems. Wang et. Al. (2016.a)
presented a Sentiment analysis system for short
text using the combination of Conventional Neural
Networks (CNN) and Recurrent Neural Networks
(RNN), where the author has claimed that course-
grained local features were generated by CNN and
long-distance dependencies are learned using RNN. But
learning long-distance dependencies was a challenge.
Wang et. al. (2016.b) used CNN-LSTM (Long Short
Term Memory) where LSTM helped in learning long-
distance dependencies. Zhang et. al. (2018) came up
with a details survey on sentiment analysis work done
using various Deep learning techniques such as CNN,
RNN, LSTM, Attention mechanism with RNN.
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After the development of BERT (Bidirectional
Encoder Representation from Transformers) by Devlin
et. Al. (2018), researchers started to use it in developing
and fine tuning the sentiment analysis systems. A
version of BERT, a un-normalised multilingual model,
contains 104 languages. Karini and Sharabadi (2019)
published a work on sentiment analysis in Persian text
using multilingual BERT with attention model. Visser
and Dunaiski (2022) used various BERT models for
classifying the intent and sentiment classification of
in-text citations of articles in ACM library. They found
BERT-cased and Sci-BERT-cased model to perform
best.

With the availability of Large Language Models
(LLMs) recent publications are on sentiment analysis
using LLM. Kheiri and Karimi (2023) have published
SentimentGPT, where they have presented an
experiment using different GPT models evaluated on
SemEval 2017 dataset. Sun et. al. (2023) has published
a sentiment analysis work using multiple LLMs, where
the complementary abilities of different models helped
in improving the performance.

Though an exhaustive work on Sentiment
Analysis has been published in English, Chinese and
few European languages, there are very less works
published on Sentiment Analysis in Tamil. Thavarseen
and Mahesun (2019) presented a sentiment analysis in
Tamil using K-means and K-nodes with Bag of Words
(BoG) techniques. Sharmistra (2020) has done her
doctoral dissertations in sentiment analysis for products
in Tamil reviews available on social media using
different classifier based machine learning algorithms.
The shared task, Sentiment Analysis in Tamil and
Tulu- DravidianLangTech@RANLP 2023 conducted
by Hedge et al (2023) has given a boost to sentiment
analysis research in Tamil. Shanmugavadivel et al
(2022) has presented sentiment analysis in Tamil code-
mixed data using CNN+BiLSTM.

We present our work on sentiment analysis in
electoral data collected from Tamil twitter data. Here
the sentiments are related to different entities such as
person, parties, schemes etc. Thus we need to identify
entity based sentiment. To achieve this we need to find
the entities followed by identifying the sentiments
related to the entities. We propose to build an end-to-end
system for sentiment analysis using multi task transfer
learning algorithm with Electoral Entity Recognition
and Sentimental analysis as two sub tasks. We choose
to use Adapter Fusion-based multi task learning
methodology proposed by (Pfeiffer et al, 2021), which
is a non-destructive multi-task learning algorithm.

Further the paper is organised as follows: In the
following section we have presented a short notes
on different multi-task learning approaches, Adapter

Fusion techniques. Section 3 has the description of our
experiments. Data set is explained in section 4. Section
5 has the results and discussion. The paper ends with the
conclusion and Limitation sections.

2 MULTI-TASK LEARNING

For developing an end-to-end Sentiment analysis
system, we used AdapterFusion-based multi-task
learning methodology (Pfeiffer et al, 2021). This transfer
learning method has two stage learning, knowledge
extraction stage and knowledge composition step. A
brief description on transfer learning, Adapter and
Adapterfusion are given below.

The two predominant approaches in transfer learning
for sharing knowledge across multi-task are

e Sequential Fine-tuning:

This involves sequentially updating all the weights
of the model on each task. This approach works well
for two sequential tasks and beyond that leads to
catastrophic forgetting.

Train the
model on
target dataset

Pre-Trained Replace the last

Model layer of the

Fine Tuning

Figure 1: Sequential Fine-tuning

e  Multi-Task Learning (MTL):

All tasks are trained simultaneously with the aim
of learning a shared representation that will enable the
model to generalize better on each task. More tasks
cannot be added as MTL requires to simultaneously
access all the tasks.

—
T1
BEE T2
Common T3
Layers

Task Specific

Figure 2: Multi-Task Learning
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2.1 Adapters

To overcome the limitation in Sequential Fine-tuning
and MTL, Houlsby et al (2019) introduced adapters,
which do not require fine-tuning of all the parameters
of the pre-trained model and instead introduce a small
number of task specific parameters while keeping the
underlying pre-trained language model fixed. Adapters
share a large set of parameters @ across all tasks and
introduce a small number of task-specific parameters ®n.
While @ represents the weights of a pre-trained model
(e.g., a transformer), the parameters ®n, wheren [ {1, .
.., N}, are used to encode task-specific representations
in intermediate layers of the shared model. There are
two variants of adapters, namely Single task Adapter,
where different Adapters are trained for each of the N
task and Multiple Task Adapter, where N task is trained
in parallel (Stickland and Murray, 2019).

2.2 Adapter Fusion

To maximize the transfer of knowledge across tasks,
without suffering from catastrophic forgetting and
difficulties in dataset balancing, AdapterFusion was
introduced by Pfeiffer et al (2021). After the training of
the task specific Adapters, these Adapter are combined
using AdapterFusion. Once training for the adapters®m
and again for training Fusion parameters Wm, which
learn to compose the information stored in the N task
adapters. It learns to compose the N task adapters
®n and the shared pre-trained model ®, by introducing
a new set of weights W. These parameters learn to
combine the adapters as a dynamic function of the
target task data.

Task 1 Output

T
Layer L+ 1

?

TA Fusion for Task 1

| | | |
TA 1 TA?2 TA3 TA 4
SR | 5 5

Layer L

T

Task 1 Data

Figure 1: AdapterFusion

3. OUR APPROACH

End-to-end sentiment analysis requires the following
task, Electoral entity recognizer and sentiment analysis
system. We train each task as a single Task Adapter. The
adapters are combined in the AdapterFusion task and
Fusion parameters ¥ is learned.

3.1. Experimental Setup

In training all the four adapters, we use XLM-R as
the pre-trained language model. We train them with
reduction factors {2, 16, 64} and learning rate 0.0001
with AdamW and a linear learning rate decay. We train
for a maximum of 30 epochs with early stopping as used
by (Pfeiffer et al, 2021). For AdapterFusion, We used a
learning rate of 5e—5. We trained for a maximum of 10
epochs with early stopping. While we initialize Q and K
randomly, we initialize V with a diagonal of ones and the
rest of the matrix with random weights having a small
norm (le — 6) as mentioned by Pfeiffer et al, (2021).

4. DATASET

We collected electoral data from twitter. This was
periodically executed using the publically available
twitter APIs. We collected Tamil tweets using latitude-
longitude information and using specific keywords such
as person, organisation names, events, region specific
etc. The twitter data has intrinsic challenges when
used in Natural Language Processing applications. The
challenges are listed below.

e [Less contextual information as the tweets size
has restrictions. This leads to more ambiguous
tweets.

e As other social media text, it also free flow
writing style where there are many repetition of
words such as ‘soo so good’.

e They do not have proper punctuation markers.

e Tweets have partial entities and have many
spelling variations and mistakes.

e (Code-mixing, spoken form and dialectal
variations are common in tweets.

These characteristics of tweets make the classification
of entities and extraction of information a challenging
task.

We periodically collected tweets for three months
prior to the elections. The statistics of the corpus is
given in table 1 below.

Description Tamil

No. of tweets 135,000

Tablel: Corpus Statistics
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For the present task, we have annotated electoral
entities, and sentiment in the tweets. We used a GUI
enabled tool, PALinkA (Orasen, 2003), an open source
tool from University of Wolverhampton. The statistics
of named entities and the sentiment tagged data in given
in the table 2.

5. RESULTS AND DISCUSSION

We divided the data randomly into 80-20. 80% of
the documents were used for training and the 20% is
used for testing. Tamil is a morphologically rich and
highly agglutinative. We pre-processed the data by
tokenizing the agglutinated words into separate words
and morphologically segmenting the inflected words.

S.No Type Number of
Occurrence
Tamil
1 Named Entities 125457
2 Positive Tweets 62758
3 Negative Tweets 42745

Table 2: Distribution of Named entities and the sentiment
tagged tweets

So we planned to present the data in two different
tokenizations. Thus we have two types of experiments
using the two different data sets. The different
tokenisation’s are as follows:

e data set only with words

e Morph-level where word is morphologically
analysed and separated as root word and suffixes.

The performance measures for these two experiments
for Electoral Entity recognizer (EER), is presented in
table 3. Sentiment Analysis performance scores for the
tweets are presented in table 4.

S Exp EER
No Precision% | Recall®% | F1%
1 Adapter

Fusion

word-level 73.34 61.43 66.86
2 Adapter

Fusion

morph-level 80.55 68.24  [73.88

Table 3: Evaluation of EER

Table 3 and Table 4 show the performance scores for
Electoral Entity Recognizer and sentiment analysis on
electoral data.

As mentioned in section 4, the less contextual
information, code-mixing in tweets affect the
identification in both named entity reorganization and
sentiment analysis. Other characters such as use of
pronouns, implicitly writing the information and use
of sarcastic writing style pose challenge in sentiment
analysis. Filtering of junk characters/non standard
characters, short urls and emoticon is a challenging
task due to non-standard usages. This depreciates the
performance scores. Many long ungrammatical sentences
are used in tweets. These make the task tougher.

S. Type Perfor | Adapter | Adapter
No mance | Fusion Fusion
Measure | word- morph-
level level
1 Positive Pr 65.34 70.34
Re 78.45 80.23
F1 71.29 74.96
2 Negative Pr 67.36 72.46
Re 75.44 79.56
F1 71.17 75.84
3 Recall Pr 58.23 62.56
Re 74.34 76.45
F1 65.30 68.81

Table 4: Evaluation of Sentiment Analysis Engine

Thus we can improve sentiment analysis by
handling emoticons and sarcasm, including pronominal
resolution, and effective filtering the non-standard/
junk characters and short urls. Though the precision is
comparatively low, this is very helpful in predicting the
trends.

6. CONCLUSION

In this paper, we present an end to end architecture
for sentiment analysis of electoral data using
AdapterFusion, a new two stage learning algorithm that
leverages knowledge from multiple tasks. First task is in
identifying the named entities in the text and the second
to analysis the sentient in the tweets. We evaluated using
periodically collected data from twitter using publically
available twitter crawling APIs. The results obtained
were very helpful in predicting the trend.
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Limitation

Pronominal usage and sarcasm are not handled.

handled. Non standard acronyms and spelling errors are

not handled.

Implicit information and exospheric reference are not
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Opportunities and Challenges in Sentiment Analysis and Emotion Recognition

in Tamil Text and Speech

Ramesh Kumar V, Krishnan P

ABSTRACT

Sentiment Analysis and Emotion Recognition have become
pivotal in understanding human expression and engagement
in digital communication. As language enthusiasts and
vernacular Al experts keep putting efforts in improvising

the algorithms, it is essential to explore methodologies and
understand the opportunities and challenges in applying

some of these techniques to Tamil, fostering inclusive
advancements. Tamil exhibits a high degree of morphological
complexity with a vast categorization of morphemes
semantically. This complexity poses a challenge in accurately
deciphering the sentiment expressed as words - as it may
change form based on context, requiring sophisticated

natural language processing techniques. Polysemy and
homonymy are extremely prevalent as one delves deeper into
the literature and disambiguating between these meanings

is very crucial. Tamil is also spoken in various regions with
linguistic variations in dialects and accents. The same gets
reflected in the origins of various literary works over different
periods of time. So, its imperative that the specific dialect and
accent of specific regions based on the literary origins are also
considered as a variable in deciphering the exact meaning of
the specific literature. Adapting sentiment analysis models to
these regional nuances also adds to the complexity and hence
interpreting the sentiment of the particular literature.

Most importantly, availability of labeled datasets for training
sentiment analysis models in Tamil, even though is made
available in the recent times, it is very limited. Creating
high-quality, domain-specific labeled datasets is essential

for the development and validation of accurate sentiment
analysis models. This paper aims to give a complete overview
of challenges specific to Tamil sentiment, considering
linguistic intricacies, contextual variations, morphological
complexity, the richness of Tamil literary expression along
with challenges in code-switching. Additionally, the paper
also tries to provide a brief overview of emotion recognition
in Tamil speech, recognizing the need for a nuanced
understanding of emotional cues in spoken Tamil. Analysing
some popular speech processing technologies, we explore the
development of some of the models attuned to the acoustic
characteristics and emotional markers unique to the Tamil
language.

Ramesh Kumar V

zSpaze Technologies Private Limited, Kaggadasapura,
Bangalore. Email: rkvconf@gmail.com,

Krishnan P

Department of Computer Science and Engineering,
Government College of Engineering, Salem

Email: vkrishnan569@gmail.com

I. INTRODUCTION

The 26th edition of Ethnologue reveals that our
world is home to approximately 7,168 contemporary
living  languages. This  extensive linguistic
diversity highlights the richness with which human
communication has evolved over thousands of years,
showcasing the myriad ways in which cultures express
themselves through unique linguistic structures. The
multitude of languages reflects the global mosaic of
traditions, histories, and identities, each one contributing
to the vibrant spectrum of human expression - varied
by the different periods, emotions and a wide array of
logic. As we acknowledge this linguistic abundance,
it becomes evident that language is not merely a tool
for communication but a repository of cultural heritage
and a testament to the rich complexity of the human
experience.

Major South Indian languages, including Tamil,
Telugu, Malayalam, Kannada, and Tulu, exhibit the
distinctive characteristic of being agglutinative. In
the realm of linguistics, agglutinative languages are
characterized by the formation of complex words
through the amalgamation of morphemes without any
alteration in spelling or phonetic structure.

As one of the world’s oldest and classical languages,
Tamil boasts a profound literary heritage that spans
centuries. With roots deeply embedded in history,
Tamil has evolved into a vibrant cultural force,
weaving its linguistic tapestry through the narratives of
diverse communities extending beyond geographical
boundaries, finding expression not only in the hearts
of its native speakers but also resonating with a global
audience. The agglutinative nature of such South
Indian languages, especially Tamil, enhances their
flexibility and adaptability, as speakers can effortlessly
construct new words by affixing morphemes to convey
nuanced meanings. This linguistic structure not only
facilitates effective communication but also reflects
the rich linguistic diversity and complexity present in
South Indian cultures. The preservation of the original
spelling and phonetic integrity throughout the word
formation process distinguishes agglutinative languages
from other linguistic types, contributing to the unique
linguistic landscape of the South Indian linguistic
milieu.
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II. CHALLENGES WITH
SEMANTICS

Within the realm of linguistics, as like every other
language, Tamil also exhibits a dual nature, comprising
both form (encapsulated by syntax), and meaning
(encompassing semantics and pragmatics). There are
several challenges with syntax and semantics even for
the most native resident speaking Tamil as his mother
tongue.

SYNTAX AND

“Tholkaappiyam”, composed by Tholkaappiyar
approximately 2700 years ago, stands as an ancient
literary masterpiece to better categorise and educate
about the syntax, semantics and pragmatics, representing
amonumental literary and linguistic asset with enduring
importance for Tamil language enthusiasts globally.
Although commonly categorized as a grammar guide,
its impact transcends the boundaries of linguistic
analysis, sentiment analysis and emotion recognition in
Tamil text - reaching into broader realms of cultural and
literary significance. Given the authenticity and wide
acceptance, the challenges of Tamil language in terms
of Syntax and semantics as well as sentiment analysis
and emotion recognition, takes into account, lot of
references from Tholkaappiyam. Let us first look at
some of the challenges in terms of syntax and semantics.

A. Polysemy and Homonymy

As one immerses oneself in the vast expanse of
Tamil language literature, the prevalence of polysemy
and homonymy becomes increasingly apparent,
underscoring the intricacies inherent in the language.
While there are innumerable examples spread over the
sangam literature, below are a couple of examples for
the benefit of the readers.

Gair AR
king, cow, sky, heaven, to | step, to beat, measure,
stitch, foot, bottom, antique,

pot maker lineage

Tamil also exhibits a higher prevalence of homonymy
compared to any other language globally. The linguistic
landscape of Tamil is uniquely characterized by a
multitude of words sharing identical spellings but
possessing distinct meanings, contributing to the
intricate tapestry of its vocabulary. This prevalence of
homonymy adds a layer of complexity to the language,
requiring speakers to rely on contextual cues for accurate
interpretation. Here are some examples.

(palli)
uerefl - school

(paanam)
urerd - a drink

UTewTD - arrow uéed - lizard

(vili / vizhi) (thalai)
eflefl - to say seweo - head
el - eye semer - a plant base

B. Rich Morphology

Tamil showcases an impressive morphological
richness, enabling the generation of a multitude of
words by incorporating morphological suffixes onto a
single root word. This linguistic feature underscores the
language’s capacity for intricate word formation, where
the addition of suffixes to a base word contributes to its
expansive vocabulary.

For example,

SHAUGTTED SeUeTg) D4 GTTED
SBIQUGT + DD ST + DG & + [BITED
avan + aal avan + athu aa + naal
through him. it’s his. but

C. Lexical Diversity

Tamil language also stands out for its remarkable
lexical diversity, presenting an abundance of words
that convey similar meanings. The extensive lexical
diversity in Tamil enhances its adaptability and
precision, allowing for subtle variations in meaning
that cater to the diverse contexts in which the language
is employed. The word “@sr” as mentioned in section
II.A is one of the classical examples that can have
several meanings and synonymous expressions
depending on the context of usage.

D. Syntactic / Lexical Ambiguity

The syntax of Tamil language plays a pivotal role
in conveying meaning, ensuring clarity, and fostering
coherent discourse. As like other natural languages,
Tamil also has its share of syntactic ambiguity.

The fundamental structure of sentences in Tamil
primarily adheres to a Subject-Object-Verb format, but
can also be conveyed in a Object-verb format without
the need for Subject, especially with statements denoting
gender. In this linguistic framework, the inclusion
of an subject is not mandatory, offering flexibility in
expression. For example, in a

[1] @eop csr@ssmar. (Or)

[2] siquar @ieop GsTESSTET.

The ambiguity in both the sentences [1] & [2]
arises from the several possible meanings of the word
“‘@iewp” which can refer to either “a half” (or) “slap”

(or) “room” (or) “answer” (specifically in a literary
sense) depending on the context. This ambiguity
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becomes more pronounced in larger structures where
constituents may have multiple interpretations based
on their internal structure and syntactic position.

In addition, both [1] and [2] denote the same
meaning that “he gave” something (depending on the
context in which the statement is used. In the first
sentence, even though the Subject “siaien” is absent,
it still conveys the same meaning. This is one of the
peculiar challenges in Tamil literature. Consider
another example of lexical ambiguity, where a word
holds multiple meanings.

&Y WGBHS GO

The ambiguity in the sentence stems from the term
“‘emuy” which can attribute itself to either “wmrg”
meaning “medicine” or “g119” meaning “bottle.” The
first instance pertains to homonyms or homographs,
contributing to lexical ambiguity, while the second
exemplifies structural ambiguity, where the sentence’s
structure allows for multiple interpretations. Lexical
ambiguity, induced by homonyms or homographs,
underscores the challenge of precise interpretation
in language, whereas structural ambiguity adds
complexity by permitting various meanings based
on syntactic arrangements.

III.CHALLENGES WITH SENTIMENTS &
EMOTIONS

Starting from sanga time period till today, Most
of the eminent Tamil scholars and linguists have an
implicit knowledge or competence to understand
the ambiguous utterances of syntax and semantics.
In the same manner, mostly the Tamil scholars and
linguists clearly understand the intricacies of emotional
expressions throughout the Tamil literature. But for the
understanding of normal people, Tholkappiam details
the eight different types of emotions.

E. Vast pool of expressed emotions

One of the key challenges of emotion recognition
is the identification and training of all the human
emotions. This section of the paper once again
refers to Tholkappiam and delves into the concept of
“Meipadugal” which represents a total of 32 emotions
throughout Tamil literature. These are then narrowed
down to eight primary or distinct emotions intricately
woven throughout Tamil literary expressions. These
emotions are listed in a poem in Tholkappiyam.

Bo&EBW Si(pews Bafleured OB s

SFFD QUBHLOISID QauGell 2 cuend Quiearm)

QLT rlGL @uwibum® ererl. (A& me. Quuil. 3)
The overall list of eight primary or distinct human

emotions in the larger context can be summarised as
below.

pews, Nagai (joy),

@ipens, azhugai (sadness),
@eflauged, ilivaral (disgust),
L ems, marutkai (confusion),
@ge0, accham (fear),
au@isd, perumidhan (pride)
aa@afl, vekuli (hate)

X NN A w =

o aiews, uvakai (love)

These eight Meipadugal encapsulates a profound
summary of cultural and linguistic understanding,
serving as a vital anchor for the analysis of sentiment
and emotion recognition specific to the Tamil language.

F. Challenge with Sarcasm identification

Satire or Sarcasm is a composition that provides
a deep rooted meaning. In Tamil Literature, this term
has undergone various interpretations by different
renowned poets and writers. It has been employed as
a form of prayer coupled with insults (Nindastuthi or
Bhsrevgd) and, at other times, utilized as wordplay
and clever phrases (Sladai or #GeenL ). On certain
occasions, eminent poets exercised caution to conceal
their mockery through phrasing that did not overtly
reveal their intent. The term “Satire” has evolved to
represent a poignant commentary, akin to a bitter pill
enveloped in the sweetness of language or, conversely,
a sugar-coated critique that conceals its acerbic nature.
Sarcasm, as a linguistic expression, frequently defies
conventional language norms by communicating a
meaning totally contrary to its literal interpretation.
The nuanced nature of sarcasm presents a challenge in
deciphering its intricacies, particularly in multilingual
environments where diverse cultural nuances come
into play. The ability to recognize sarcasm is
paramount for ensuring precise sentiment analysis
and comprehending the subtle nuances embedded in
communication.

In the realm of Al based language processing,
sarcasm introduces complexity as it relies heavily
on context, tone, and cultural subtleties. In certain
contexts, it conveys layered meanings, often requiring
a deeper understanding of the speaker’s intent, the
time of publishing and the geographical significance
of the publication. The intricacies of sarcasm highlight
the dynamic nature of language and the need for
sophisticated language models that can adeptly navigate
the complexities presented by sarcastic expressions.
In multilingual settings, where cultural contexts vary,
recognizing and interpreting sarcasm becomes even
more intricate, underscoring the importance of linguistic
models capable of discerning the nuanced layers of
communication for accurate sentiment analysis.



KaniTamil24 | 189

For example, a well renowned poet in one of his
sarcastic poems about Lord Shiva, had written as below.

BEFTEULD LT Hedemed BHTSBT

Gsafismaouw®s gewmeanr UpUul (B — 2 85Tk

STEMGeel &EhFIGLO6 &HTT&HSLOEUTDH MTETLOLOMIGLD

Buer@ear FTETHS Guer. (&T. 65)

The actual meaning is different but the hidden
fBeenL meaning is different.

The poem goes on like praising Lord Shiva on
his glamorous procession around the streets but it
actually talks about the procession actually for begging.
Analysis of such literary works requires advanced
Al models.

G. Challenges with Dialects, Accents & Period
works

There is also a considerable amount of linguistic
variations manifested in distinct dialects and accents.
This linguistic diversity is intricately intertwined with
the origins of literary works spanning different epochs,
each imbued with unique regional characteristics.
Consequently, it becomes imperative to recognize and
incorporate the specific dialects and accents associated
with distinct literary origins and the time frame - as
variables when deciphering the precise meaning of
literature.

For example, In the Sangam period, the term
“Veguli” (aeu@efl) held a distinct meaning, referring
to anger or hate as depicted in the couplet

‘agal sanGuan srssoflg” (Kural, 29).

During that particular era, there existed a verb form,
“Vegul” or “Vegulthal” (ceu@er/0au@etse), akin to
“Nagai/Nagaithal,” (pevs/moossse) actively used.
While the verb form has ceased to be in use today, the
noun form “Veguli” has undergone a semantic shift. It
no longer signifies anger but has adopted an entirely
new meaning—’innocent or naive.’

The vestiges of the original verb “Vegul”
linger in words such as “Vegundan” (Qe@ewrmer),
denoting irritation. Notably, only the past tense is
prevalent, lacking present or future tense conjugations
like “Vegulkiran” (ea@erdprear) or “Vegulvan”
(eau@eraumar), though grammatically plausible.

The absence of these forms stems from the linguistic
evolution wherein the original verb “Vegul” has become
obsolete, and the noun “Veguli” has assumed a new
connotation. Presently, “Vegundan” is employed as a
figure of speech rather than a consciously used verb
conjugation, reflecting the linguistic transformations
and shifts in meaning that have occurred over time.

Another popular term that is commonly used in
tamil movie songs is “Annam’” (@ieienid/ SieTaTILDEDE ).

In contemporary usage, “Annam” is commonly
associated with swans. However, this was not the case
during the Sangam period. Numerous descriptions
in Sangam literature indicate that “Annam” actually
refers to the common teal, a lesser bird-of-paradise,
or a kind of a whistling duck.

Another instance of a word losing its original
meaning due to misinterpretation is “Kavarima”
(saufior). Over time, this term was incorrectly
perceived as “Kavarimaan,” (sauflorer) leading to
its classification as a mythological creature. In reality,
“Kavarima” refers to an almost extant species called
Yak (which is mostly found in the himalayan regions),
emphasizing the impact of misinterpretations on
linguistic understanding.

Similarly, “Kozhunan” (@empmer) originally
denoted a husband, as evidenced in the usage
found in Silapathigaram(feuugsrrn). However,
in contemporary language, “Kozhunan” is often
mistaken for brother-in-law, and it is plausible that
“Kozhunthan” (esrwhger) may have derived from
“Kozhunan,” showcasing how linguistic nuances and
meanings can shift over time due to misinterpretations
and evolving usage.

Such regional and period specific nuances, dialects
and accents pose a significant challenge in the realm of
developing Al models for sentiment analysis.

IV.OVERVIEW OF TECHNIQUES FOR
EMOTION & SENTIMENT ANALYSIS

Over the years, progress in computing has
significantly contributed to the evolution and refinement
of Tamil language processing. The trajectory of Tamil
computing, spanning from shallow parsing to machine
translation, has witnessed notable advancements.
Numerous initiatives have been undertaken to create
technological tools and applications specifically tailored
for the Tamil language (Rajendran, S., et.al, 2018).
Educational institutions, independent researchers,
Tamil enthusiasts, and both national and international
companies have invested extensive efforts over the
years to advance technology dedicated to the Tamil
language.

Some of the techniques developed or adapted since
last couple of decades include but not limited to:

H. Shallow Parsing

Shallow parsing is an initial phase in language
processing that involves the identification of tokens,
parts-of-speech, and the delineation of phrasal units
or “chunks” within sentences. In the domain of
Tamil computing, early endeavours were dedicated
to formulating shallow parsing algorithms aimed at
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extracting meaningful linguistic units like noun phrases
and verb phrases from Tamil text. Researchers utilized
rule-based methodologies and linguistic heuristics,
laying the foundational groundwork for more
sophisticated language processing techniques.

I. Tokenization

Tokenization, a crucial process, entails breaking
a text into smaller units referred to as tokens. These
tokens can encompass fully formed words, sub words,
characters, or phrases, contingent upon the desired
granularity of analysis. While spaces play a pivotal
role in token identification in written language, Tamil
presents a challenge with frequently occurring multi-
token words (MTW) that require segmentation for
subsequent processing steps. MTWs introduce multiple
grammatical components within a single word,
necessitating a token status for further analysis.

J. Part-of-Speech (POS) Tagging

Part-of-speech (POS) tagging, another fundamental
aspect, assigns grammatical categories such as nouns,
verbs, and adjectives to words, facilitating deeper
analysis and comprehension of sentence structure.
These tagged elements serve as vital building blocks
for subsequent natural language processing tasks. It
involves open class category tagging like adjective,
adverb, pronoun, verb, interjection, noun, etc., and
closed class category tagging like coordinating
conjunction, adposition, numeral, auxiliary, determiner,
particle, subordinating conjunction, proper noun etc.

K. Chunking

Chunking involves grouping smaller units or
constituents in a sentence to comprehend their phrasal
structure, aiding in the identification of phrases and
relationships and offering insights into syntax and
language comprehension.

L. Morphological Analysis

Morphological analysis stands as another integral
component in Tamil language processing, encompassing
the breakdown of words into morphemes. This process
aids in understanding word structures and inflections
in Tamil, where inflections, representing modifications
or additions to a word, convey crucial grammatical and
contextual information. For instance, Tamil employs
inflections for verb conjugations, tense markers, case
markers, and gender agreements. Analyzing these
inflections unveils the syntactic and semantic nuances
embedded in the language, fostering more accurate and
insightful language processing. The incorporation of
universal dependency morph features becomes pivotal,
as these features, realized as inflections within words in
Tamil, play a crucial role in language understanding and
interpretation.

V. OVERVIEW  OF
(INDICATIVE)

Sobha Lalitha Devi et al. implemented a finite state
automata model to capture the regular inflectional
patterns in Tamil, enhancing the accuracy of morpheme
extraction. The processing of a Tamil word unfolds from
right to left, with the finite state automaton accepting
suffixes and progressing until the final state reveals the
root word. A valid word is identified when morphemes
are accepted at all states, triggering the extraction of its
morphological analysis.

PAST WORKS

Mokanarangan et al. devised a morphological engine
designed to generate multiple candidate analyses for a
word, leveraging an annotated lexicon corpus and a
repository of Tamil grammatical rules. These candidates
underwent assessment by an SVM classifier, utilizing a
high-frequency word list to predict the most accurate
analysis. The SVM’s considerations encompassed
frequency-based scores, suffixes, lexical labels, and
average length as features, contributing to a robust
morphological analysis system.

A guidebook titled “Building Transformer Models
with Attention,” authored by Jason Brownlee, Stefania
Cristina, and Mehreen Saeed in 2022 for Machine
Learning Mastery, serves as a comprehensive resource.
The authors illustrate the process of creating a Neural
Machine Translator (NMT) from the ground up using
the transformer architecture in Keras. This guide offers
practical insights and implementation techniques,
particularly emphasizing attention mechanisms for
natural language processing in complex languages like
Tamil. Tailored for developers and machine learning
enthusiasts, this resource provides hands-on guidance
for constructing advanced models, showcasing real-
world applications of transformer architectures,
particularly in the realm of machine translation.

Nazir and Wang conducted an extensive survey,
delving into the dynamic landscape of ChatGPT. Their
focus encompassed the advancements, applications,
prospects, and challenges associated with a diverse
array of linguistic computations.

VL.BRIEF OVERVIEW OF SENTIMENT
ANALYSIS ALGORITHMS

While specific sentiment analysis algorithms
tailored exclusively for the Tamil language may not be
as abundant as those for more widely spoken languages,
the following list includes general sentiment analysis
algorithms and approaches that can be adapted or
trained for Tamil sentiment analysis:

VADER (Valence Aware Dictionary and sEntiment
Reasoner) - A rule-based sentiment analysis tool that
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is particularly effective for social media text. It can be
customized for sentiment analysis in Tamil.

TextBlob - Offers a simple API for diving into
common natural language processing (NLP) tasks,
including sentiment analysis. It can be trained or
adapted for Tamil sentiment analysis.

FastText - Developed by Facebook, FastText is a
library for efficient learning of word representations and
sentence classification. It can be trained for sentiment
analysis in Tamil.

BERT (Bidirectional Encoder Representations
from Transformers) - While BERT models are often
pretrained on large datasets in English, fine-tuning on
smaller datasets for Tamil sentiment analysis can be
explored.

LSTM (Long Short-Term Memory) - A type of
recurrent neural network (RNN) that can be used for
sequence prediction problems, including sentiment
analysis. It requires labelled datasets for training in
Tamil.

Word2 Vec - Represents words in vector space, which
can capture semantic relationships. Pretrained models
can be used or adapted for Tamil sentiment analysis.

Naive Bayes - A probabilistic algorithm that makes
assumptions about the independence of words. It can be
trained for sentiment analysis in Tamil.

SVM (Support Vector Machines) - A machine
learning algorithm that can be applied to sentiment
analysis tasks. It requires labeled training data in Tamil.
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ABSTRACT

Abstract for sentiment analysis and emotion recognition
within the context of Tamil language, encompassing

both text and speech data. Leveraging natural language
processing techniques, the research aims to develop robust
models capable of discerning sentiments and identifying
emotions expressed in Tamil content. The investigation
incorporates diverse datasets, including written text and
spoken language, to enhance the model's adaptability.
Methodologies involve feature extraction, machine learning
algorithms, and deep learning architectures to capture

nuanced emotional nuances unique to Tamil communication.

The outcomes are anticipated to contribute to advancements
in sentiment analysis and emotion recognition, fostering
applications in diverse domains such as customer feedback
analysis, social media monitoring, and human-computer
interaction tailored to Tamil speakers.
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INTRODUCTION

The field of sentiment analysis and emotion
recognition has witnessed substantial growth in
recent years, driven by the increasing demand for
understanding human sentiments in diverse linguistic
contexts. While numerous studies have explored these
domains in widely spoken languages, there exists
a significant gap when it comes to languages with
distinct linguistic characteristics, such as Tamil. This
research endeavours to bridge this gap by delving into
the intricate nuances of sentiment and emotion within
the context of the Tamil language, encompassing both
written text and spoken language.

Tamil, a Dravidian language spoken predominantly
in the Indian subcontinent, boasts a rich literary
tradition and cultural diversity. Its unique syntactical
structures and linguistic idiosyncrasies present a
compelling challenge for sentiment analysis and
emotion recognition systems. Recognizing the cultural
and contextual aspects embedded in the Tamil language
is crucial for developing models that can accurately
capture the sentiments and emotions expressed by
Tamil speakers.

In the era of natural language processing (NLP), the
significance of understanding sentiments goes beyond
mere linguistic analysis. It extends to applications in
customer feedback analysis, social media monitoring,
and human-computer interaction tailored to specific
linguistic communities. Therefore, the primary objective
of this research is to leverage advanced NLP techniques
to develop robust models capable of discerning
sentiments and identifying emotions in Tamil content.

The investigation adopts a comprehensive approach,
incorporating diverse datasets that mirror the linguistic
richness of Tamil communication. The datasets
encompass both written text, sourced from social media,
news articles, and online forums, and spoken language,
collected through interviews and recordings. This dual-
modal dataset ensures that the developed models are
adaptive to the varied forms of expression within the
Tamil language, be it the written word or the nuances
embedded in spoken discourse.

Methodologically, this research employs advanced
feature extraction techniques to capture the distinctive
characteristics of Tamil sentiments and emotions. For
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written text, we employ TF-IDF and word embeddings,
while for spoken language, we leverage Mel-Frequency
Cepstral Coefficients (MFCCs) to represent the acoustic
features of speech. The choice of these techniques is
driven by the need to preserve the cultural and linguistic
richness of Tamil expressions.

In the realm of model development, we explore
both traditional machine learning algorithms and state-
of-the-art deep learning architectures. Support Vector
Machines (SVM) and Random Forests are considered
for their interpretability and effectiveness in handling
textual data. Concurrently, deep learning models,
including Recurrent Neural Networks (RNNs) and

Transformer architectures, are employed to capture
sequential dependencies and semantic relationships
within the Tamil language.

The anticipated outcomes of this research extend
beyond the academic sphere. We envision that the
developed models will find practical applications in
domains such as customer feedback analysis, where
understanding customer sentiments is paramount for
business growth, and social media monitoring, where
real-time sentiment analysis aids in gauging public
opinions. Moreover, the incorporation of emotion
recognition in human-computer interaction tailored
to Tamil speakers has the potential to enhance user
experiences in technology-driven applications.
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Figure 1: Architecture of the model

The architecture of our sentiment analysis and
emotion recognition model is designed to capture the
intricate nuances of the Tamil language, employing a
dual-modal approach that incorporates both written text
and spoken language. The model is divided into key
components, beginning with data preprocessing and
feature extraction, followed by the implementation of
traditional machine learning and state-of-the-art deep
learning algorithms.

DATA PREPROCESSING AND FEATURE
EXTRACTION

The initial phase involves the preprocessing of both
textual and speech data. For written text, we employ
techniques such as tokenization, stemming, and the
removal of stop words to clean and standardize the input.
Additionally, we utilize TF-IDF and word embeddings,

such as Word2Vec and GloVe, to extract relevant
features that capture the semantic relationships and
contextual meaning embedded in the Tamil language. In
the case of spoken language, the audio data undergoes
preprocessing through the extraction of Mel-Frequency
Cepstral Coefficients (MFCCs), capturing the acoustic
features necessary for discerning emotional nuances.

MACHINE LEARNING COMPONENT

The model integrates traditional machine learning
algorithms to analyze the preprocessed textual features.
Support Vector Machines (SVM) and Random Forests
are chosen for their ability to handle high-dimensional
data and their interpretability. These algorithms are
trained on the extracted features, learning to map the
linguistic and emotional patterns present in the Tamil
language.
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DEEP LEARNING COMPONENT

Simultaneously, the model incorporates deep learning
architectures to capture the sequential dependencies
within the data. Recurrent Neural Networks (RNNs)
and Transformer models are employed to process both
textual and speech data. RNNs are adept at capturing
temporal dependencies, while Transformer models
excel in handling non-sequential relationships within
the data. This dual approach ensures that the model
is capable of recognizing complex emotional patterns
present in both written and spoken Tamil expressions.

MODEL FUSION AND OUTPUT

The outputs from the machine learning and deep
learning components are fused at an integration layer.
This fusion is essential for synthesizing the diverse
insights gained from the two modalities, creating
a comprehensive understanding of sentiments and
emotions in Tamil content. The final output provides
not only sentiment labels but also nuanced emotion
predictions, offering a more holistic interpretation of
the emotional landscape within the Tamil language.

TRAINING AND OPTIMIZATION

The entire model undergoes a rigorous training
phase using diverse datasets, and hyperparameters
are fine-tuned to enhance performance. The training
process involves minimizing the loss function
by adjusting model parameters, ensuring that the
model generalizes well to unseen data. Optimization
techniques such as dropout and batch normalization are
applied to prevent overfitting and improve the model's
robustness. The deployed model is integrated into real-
world applications, allowing end-users to benefit from
sentiment analysis and emotion recognition tailored
to the Tamil language. Continuous monitoring and
feedback mechanisms are implemented to gather user
insights, facilitating future improvements to the model.
The modular and adaptable architecture ensures that
the model can be extended to accommodate additional
linguistic complexities and evolving language patterns
in Tamil communication.

METHODOLOGY
Data Collection

The foundation of our methodology lies in the
collection of diverse datasets that accurately represent
the linguistic and emotional landscape of the Tamil
language. For written text, we employ web scraping
techniques to gather data from social media platforms,
news articles, and online forums. Simultaneously,
spoken language data is collected through interviews
and recordings, capturing the varied expressions and
tones inherent in natural speech. This dual-modal

dataset ensures a comprehensive understanding of
sentiment and emotion in both written and spoken Tamil
communication.

Data Preprocessing

Before feeding the data into the model, an extensive
preprocessing phase is implemented. For written text,
we employ tokenization, stemming, and the removal of
stop words to clean and standardize the textual content.
In the case of spoken language, the audio data undergoes
preprocessing, including the conversion of speech to
text using Automatic Speech Recognition (ASR) and
normalization of audio signals. This ensures that the
input data is ready for subsequent feature extraction and
analysis.

Feature Extraction

Feature extraction is a critical component of our
methodology, where we aim to capture the linguistic
and acoustic characteristics that define sentiment and
emotion in Tamil. For written text, we utilize techniques
such as TF-IDF and word embeddings (Word2Vec,
GloVe) to represent the semantic relationships between
words. In the realm of spoken language, Mel-Frequency
Cepstral Coefficients (MFCCs) are extracted to
represent the acoustic features crucial for discerning
emotional nuances in speech.

Model Development

The model development phase incorporates both
traditional machine learning algorithms and deep
learning architectures. For traditional machine learning,
Support Vector Machines (SVM) and Random Forests
are chosen for their interpretability and effectiveness
in handling textual data. Simultaneously, deep learning
models, including Recurrent Neural Networks (RNNs)
and Transformer architectures, are employed to capture
sequential dependencies within the data. This dual-
model approach ensures a comprehensive understanding
of sentiment and emotion across diverse linguistic
expressions.

Model Training and Evaluation

The models are trained on the prepared datasets,
with rigorous evaluation using techniques such as cross-
validation to ensure robustness and generalizability.
During training, the models learn to map the extracted
features to sentiment labels and emotion predictions.
Hyperparameter tuning is performed to optimize model
performance, and the models are evaluated on metrics
such as accuracy, precision, recall, and F1 score to
gauge their effectiveness in capturing the nuances of
Tamil sentiment and emotion.

Integration and Deployment

Once the models demonstrate satisfactory
performance, they are integrated into real-world
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applications. Cloud services such as AWS or Azure
are employed for scalable and efficient deployment.
Web development frameworks are used to create user
interfaces that allow seamless interaction with the
models, facilitating practical applications in domains
such as customer feedback analysis and social media
monitoring.

Testing and Optimization

The deployed models undergo thorough testing
to ensure their reliability and accuracy in real-world
scenarios. Quality assurance tools are employed, and
continuous monitoring mechanisms are established to
gather user feedback. Model optimization techniques,
including pruning and quantization, may be applied to
enhance efficiency and reduce computational resources
while maintaining accuracy.

SVM-RF Model

Support Vector Machines (SVM)

The Support Vector Machines (SVM) component
of our hybrid model is a classical machine learning
algorithm renowned for its effectiveness in binary
and multiclass classification tasks. In the context of
sentiment analysis and emotion recognition for Tamil
language, SVM serves as a robust foundation. SVM
works by finding the optimal hyperplane that separates
data points of different classes with a maximum margin.
In our model, the SVM classifier is trained on the
preprocessed textual features extracted from the written
Tamil content. By mapping these features onto a higher-
dimensional space, SVM strives to discern the complex
patterns and boundaries inherent in sentiment-laden
textual data.

Random Forests (RF)

Complementing the SVM component is the
Random Forests (RF) algorithm, a powerful ensemble
learning method that excels in handling complex,
high-dimensional data. Random Forests operate by
constructing a multitude of decision trees during the
training phase, each tree offering its prediction. In the
case of our model, the RF component is trained on the
same textual features as SVM, providing a diversified
perspective on the learned patterns. By aggregating
the predictions of multiple decision trees, Random
Forests mitigate overfitting and enhance the model's

generalization capabilities. This is particularly valuable
for capturing the diverse linguistic expressions present
in Tamil text.

Integration and Fusion

The SVM and RF components operate in parallel,
each providing its unique insights into the sentiment
and emotion expressed in Tamil content. The outputs
from these classifiers are then fused at an integration
layer, allowing for a synergistic interpretation of the
dual-modal data. This fusion is crucial for creating a
holistic understanding of sentiments and emotions, as
SVM and RF capture different aspects and subtleties
in the complex landscape of the Tamil language. By
combining the strengths of both algorithms, our SVM-
RF model strives to achieve a more comprehensive
and nuanced analysis than what could be attained with
either algorithm in isolation.

Hyperparameter Tuning

Both SVM and RF models undergo meticulous
hyperparameter tuning to optimize their performance.
Parameters such as the regularization parameter (C) in
SVM and the number of trees and maximum depth in
RF are fine-tuned using techniques like grid search or
random search. This ensures that the models generalize
well to unseen data and are capable of capturing the
specific linguistic nuances present in Tamil sentiments
and emotions.

Application in Sentiment Analysis and Emotion
Recognition

The SVM-RF model is applied to real-world
applications such as customer feedback analysis and
social media monitoring, leveraging its ability to discern
sentiments and emotions expressed in both written text
and spoken language. The model's output, synthesized
through the fusion of SVM and RF predictions, provides
a more comprehensive understanding of the emotional
landscape within the Tamil language. The adaptability of
this hybrid model makes it well-suited for applications
where capturing the richness and diversity of emotions
in Tamil communication is paramount.
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Figure 2: Process flow of the model

Data Collection

The process begins with the collection of diverse
datasets, encompassing both written text and spoken
language, to represent the linguistic and emotional
richness of the Tamil language. Written text is obtained
through web scraping from social media, news articles,
and online forums, while spoken language data is
collected through interviews and recordings. This dual-
modal dataset forms the foundation for training the
hybrid SVM-RF model.

Data Preprocessing

The collected data undergoes a rigorous
preprocessing phase to ensure that it is ready for feature
extraction. For written text, this involves tokenization,
stemming, and the removal of stop words to clean
and standardize the textual content. In the case of
spoken language, audio data is converted to text using
Automatic Speech Recognition (ASR), and signals are
normalized. This preprocessing step sets the stage for
extracting meaningful features that capture the linguistic
and acoustic characteristics specific to Tamil sentiments
and emotions.

Feature Extraction

Feature extraction is a critical step in our process
flow. For written text, we utilize techniques such as TF-
IDF (Term Frequency-Inverse Document Frequency)
and word embeddings (Word2Vec, GloVe) to represent
the semantic relationships and contextual meaning

embedded in the Tamil language. Simultaneously, Mel-
Frequency Cepstral Coefficients (MFCCs) are extracted
from the spoken language data to capture the acoustic
features essential for discerning emotional nuances in
speech.

SVM Model Training

The preprocessed and feature-extracted data is then
fed into the Support Vector Machines (SVM) component
of the model. SVM is trained to discern sentiment and
emotion patterns within the written Tamil content. The
algorithm aims to find the optimal hyperplane that
separates different classes of sentiments, learning the
complex patterns and boundaries present in the high-
dimensional feature space.

RF Model Training

Concurrently, the Random Forests (RF) component
is trained on the same textual features as SVM.

Multiple decision trees are constructed during the
training phase, each offering its unique prediction. The
ensemble of decision trees in the Random Forests model
mitigates overfitting and enhances the model's ability to
generalize well to diverse linguistic expressions.

Integration of SVM and RF

The outputs from the SVM and RF components
are integrated at a fusion layer. This integration allows
for the synthesis of the unique insights provided by
each algorithm. The combination of SVM and RF
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predictions ensures a more comprehensive and nuanced
understanding of sentiments and emotions in Tamil
content, considering the diverse linguistic expressions
present in both written and spoken language.

Hyperparameter Tuning

Both the SVM and RF models undergo
hyperparameter tuning to optimize their performance.
Parameters such as the regularization parameter (C)
in SVM and the number of trees and maximum depth
in RF are fine-tuned using techniques like grid search
or random search. This step ensures that the models
generalize well and effectively capture the specific
linguistic nuances of Tamil sentiments and emotions.

Model Deployment

Once the SVM-RF model is trained and fine-tuned,
it is deployed for practical applications. Cloud services
such as AWS or Azure are employed for scalable and
efficient deployment. Web development frameworks
are utilized to create user interfaces, allowing end-
users to interact with the model and receive sentiment
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ABSTRACT

Many technology solutions are deployed in leading nations,
while it is not so in India. Adoption of them is difficult as
they will be in English and our Farmers cannot read and
understand English based processes. Rural Communities of
Tamil Nadu needs advanced technology in understandable
language. Our approach to Tamil Nadu is developing and
deploying Dairy Farmers Support Digital Solutions through
Tamil Language Integrated “Milk Productivity Improvement
Technology Platform”. IoT Technology is used here to
connect with dairy farmers who produce milk and sell it to
the State’s Milk Producers Co-operative Federation. Tamil
Language interfaced digital solutions are the only options.
Capture and monitoring the data of milk constituents of each
cow, by veterinary medical experts who specializes in Dairy
Animal Production Medicine, helped in early detection of
milk yield reductions and helped to prevent losses. Each
farmer will get immediate alerts in Tamil language, so as to
help them improve production practices & health care.
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INTRODUCTION

Tamil Nadu is one of the leading milk producer
state in India. To reach the top positions, some more
interventions are needed both at grass root levels and
throughout the dairy value chain. Each farmer needs to
improve their cow’s / buffalo’s milk productivity and
this requires inputs of modern knowledge, resources
and practices. Many technology solutions are deployed
in leading nations, while it is not so in India. Adoption
of these technologies at our villages is difficult as they
will be in English and majority of our farmers cannot
read and understand English based processes. Rural
Communities of Tamil Nadu needs advanced technology
in understandable language and in their mother tongue —
The Tamil. This paper presents the features of the Tamil
Language Interfaced “Milk Productivity Improvement
Technology Platform” — christened as “MILK PIT”.

CURRENT STATUS AND LITERATURE

With India being the World’s No.1 Milk Producer,
our milk productivity per cow is very low. To achieve
higher milk productivity per cow, our farmers need
many advanced technologies. Besides technology
development, their translation to rural applications
is the mainstay to achieve a success. All the current
technologies are existing only in English based
interface. Hence it requires the services of an English
literate person. The IoT Technologies developed and
deployed in livestock sector so far is not exception
and all of them were English based. Al and IoT based
technologies are increasing used in milk production
monitoring (Vishniakou and Zhifeng, 2022)

In some of the software interfaces developed for
such farmer centric technologies does not have Tamil
as an Option and our farmers are not able to understand
any information from these machines. No literature
exist in the public domain about the use of Tamil as
interface in technology enabled service delivery to
Livestock Farmers.

Hindi, Telugu, Kannada were tried by some
commercial entities in the Milk Collection Software
with varied success. Still no efforts were there on to use
Tamil language 9nterface in Milk quality analyzers. For
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the first time, we are developing Tamil language based
user interface in the loT enabled Milk Testers.

METHODOLOGY

Our approach to Tamil Nadu is developing and
deploying Dairy Farmers Support Digital Solutions
through Tamil Language Integrated “Milk Productivity
Improvement Technology Platform”. IoT Technology is
used here to connect with dairy farmers who produce
milk and sell it to the State’s Milk Producers Co-operative
Federation. As many of them were not educated nor
English speakers, Tamil Language interfaced digital
solutions are the only options.

The Milk is analyzed by Milk Tester Machines
available at Village Milk Societies and price of milk
is fixed based on its fat content. During this analytical
process, many milk constituents are measured like fat,
solids not fat, protein, etc. and all these data are simply
discarded once the price is fixed. These data are very
vital and essential for improving milk productivity of
each cow.

Unfortunately currently these data are not at all
utilized and hence no attempts are being made to
improve milk productivity. Monitoring the milk
constituents of each cow, by veterinary medical experts
who specializes in Dairy Animal Production Medicine,
early detection of milk yield reductions can be identified
and losses can be prevented. Each farmer will be sent
immediate alerts in Tamil language, so as to help them
improve production practices & health care. Current
technology prototype was successful and was validated
under field conditions.

Tamil Language Interface Development

In our villages farmers milk the cattle and sell
majority of their milk to the village milk co-operative
society. In the Milk Society, then milk is tested using an
analyser and it gives out a print out or display of some
parameters. These are the levels of some constituents
present in the milk and using some of them, the milk
price is fixed. The remaining data output is just left out
or trashed. If an IoT module access these discarded data
and with the help of Large Language Models (LLMs),
we are able to develop farmer centric information
empowerment to increase the milk productivity.

LLMs are used as a method of answering any of the
farmer's questions. Firstly, the correct LLM is evolved
and deployed for this purpose. This LLM shall be able
to handle the native language of our farmers - Tamil.
In its next stage, the LLMs are given data about the
intricacies of dairy animal farming so that all of the
farmer’s queries can be answered. This information must

be taken into account productivity and how friendly it is
to the environment and give information accordingly so
the farmer can choose what is best for them.

There have been a few models that aimed to use
different vernacular languages like Tamil for their
training dataset. Initially, the integration of Automatic
Speech Recognition (ASR) with ConvLSTM Networks
represented a groundbreaking leap in local language
detection. The speech was recognized using the ASR
and this served as the database for the model. The model
employed ConvLSTM which combined the capabilities
of CNN and a Long Short Term Memory model.
However, constructing a Language Model (LLM) for
Tamil, especially for farmers and rural communities,
presents challenges. For other languages too, it presents
challenges due to its diverse local and geographical
dialects. As a result, leveraging a semi-supervised
speech corpus significantly improved outcomes for the
complexity inherent in the language's variations.

Recently, the llama2 model was used to address the
limitation of underrepresentation of Tamil in language
models like ChatGPT by adding 16,000 Tamil tokens
to enhance text generation and comprehension. It used
LoRA(Long Range) methodology and tailored datasets,
to achieve performance improvements in Tamil
language tasks. These research aimed to encourage
further advancements and innovations in language
modeling by making the models, datasets and code
openly available. Thus, with further improvements in
optimizing LLMs for different languages such as Tamil,
they can be incorporated into various use cases. The
datasets can be improved and thus used for fine tuning
the parameters. Farmers, especially, would benefit
greatly from the implementation of LLMs to improve
their productivity and performance.

Mobile Phone based Tamil Interface for IoT
Milk Tester:

With emerging knowledge, it is possible to
develop an app that can show nothing but Tamil. The
disadvantage here in we can't code fully in Tamil yet.
Rather, we don't code in English or Hindi or Spanish,
etc. Only Java, Python, C+ etc. are the platforms used
to develop coding and these languages are currently in
English script only. It will be a long time before they
come up in any other script.

Tamil Farers Friendly User Interface:

To facilitate every family member of our rural
families and farmers understand the process and enable
its operation by ever one. They will get to know in
Tamil language, the results and the advices to rectify
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mistakes. This enables the farmers themselves to
undertake earliest intervention and there by restore
production. Most importantly these Tamil language
based guidance’s for early farm gate early interventions
helps to prevent escalation of further losses and severity

of ill health and related issues, all of which reduces
the associated expenditure costs and saves the farmers
the money and ensures continuity of production. It has
bilingual modality with English, so as to trouble shoot
the issues.

Cloud & Fog Computing based Support using Tamil Interface for Livestock Farmers

Technology behind this Farmer Intervention
Centric Milk Tester

Advanced  Technologies are mainstay in
manufacturing and related sectors. Can any of these
technologies can be directly be deployed for usage
by illiterate farmers or rural families who does not
know English? It is not possible as of now. When we
can develop Language Technologies and Language
Interface Technologies for emerging modern tools,
then technologies like Internet of Things (IoT),
fog computing, cloud computing, and data-driven
techniques can be fine tweaked and deployed and all
together offer a great opportunity for not only verticals
such as dairy industry, but also our rural milk producers

with just one or two dairy cows per rural household to
increase productivity by getting actionable insights in
their language — the Tamil, to improve dairy farming
practices and milch animal health care, thereby
increasing the efficiency and yield.

Our approach here is, developing a cloud and fog
computing—assisted end-to-end IoT platform for
usage at village milk cooperative societies and milk
collection points for milk analysis and there by using
the milk constituent data for health monitoring in our
predominantly rural and extremely small scale milk
producers as well as for usage in rest of the dairy
farming scenario in the state.
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RESULTS AND DISCUSSION

Technology is essential for development of a
society and a state. Without people understanding
the technology, there is no scope for development.
Unless it is transferred in majority of the people’s
preferred language, such technology transfers cannot
be achieved. Societal transformation needs language
centric technology approaches.

With Tamil Nadu leading in many domains, the
emerging advanced technologies also needs to be
integrated with language interfaces. Livestock Farming
of Tami Nadu is at the cross roads of transformation.
It plays a major role in the development of rural
communities of Tamil Nadu. Tamil Language based
technology interventions are our goals and presenting
here with one such technology here.

Our approach is developing low cost module so
as to make it field adaptable with high success rates.
Commercial entities are selling IoT Milk Analyzers
at higher costs, which may not be practicable for

loT INTEGRATED DAIRY FARMERS SUPPORT DIGITAL SOLUTIONS
THORUGH TAMIL LANGUAGE INTERFACED
“MILK PRODUCTIVITY IMPROVEMENT TECHNOLOGY PLATFORM”
(MILK PIT)

the resource constrained village milk co-operative
societies. Beside, these societies have already older
versions of machines and may not be interested to get
new ones or have resources to invest in new gadgets.
Hence converting existing old/conventional milk testers
would be an easy option and hence development of an
IoT Connector Module becomes practicable approach
here. It also resulted in cost cutting and easy translation
for field applications.

Sensors that measure the milk components and these
are combined to create compact and versatile system
that characterizes the quality of milk into data and these
are finally showed on alphanumeric showcase screen.
Conjointly with the assistance of IoT tools, the data on
milk can be sent to the producer and end users and the
intermediaries in between. It helps the stake holders,
policy makers and the governments. With the Tamil
Language interface all becomes much easier for every
one the dairy value chain can easily understand and it
becomes an actionable data.

Cloud Computing

_ Fog Computing

Y
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Advantage of the [oT technology is that it allows the
devices and objects to be sensed or controlled remotely
across existing network infrastructure, creating
opportunities for more direct integration of the physical
world into computer-based systems, and resulting in
improved efficiency, accuracy and economic benefit in
addition to reduced human interventions. When IoT is
augmented with sensors and actuators, it becomes an
instance of a general class of cyber-physical systems.

Milk testing instruments are made to help accurately
analyze the properties or characteristics of raw cow and
buffalo milk such as fat, SNF, added water, density,
protein, lactose. Unfortunately all of these data are not
utilized in every day farming practice, while phenomenal
scope exists to improve farming practices and farmers’
incomes. loT integration with such testers provides
not only the measurement of mixed milk components,
of both cows and buffaloes, but the effective analysis
of the data and deriving very actionable insights from
those data.

In fact in many of the private dairy organizations,
smart data processing based milk collection and analysis

systems were already being deployed while it is not so in
the government run cooperative milk sector units. Such
smart solutions helps efficiently manage the entire dairy
supply chain, making the process faster, more accurate
and transparent. While it not only receives, processes
and transmits data, but it also supports to improve the
conventional village-level milk collection systems
which is used by milk producers and milk contractors.

For the dairy value chain, edge computing and edge
devices are going to be the game changes. We already
use some devices that do edge computing every day—
like smart speakers, watches and phones — devices
which are locally collecting and processing data while
touching the physical world. Internet of Things (IoT)
devices, point of sales (POS) systems, robots, vehicles
and sensors can all be edge devices—if they compute
locally and talk to the cloud. When these are deployed
innovatively, all of it will help to improve farmer’s
income, especially the farmers are empowered with data
driven actionable information in their mother tongue —
Tamil.

Total Milk Information in Tamil for Farmers to Know and Act

ST
abloum
mmpgLL] ¢ oasl SNF
R : ms0 Yose ALY
rmBELISY | 04 ®UIY < 0060

GlRULLID ¢ 254n  BESITERET @ OLOO
SILLY GIEe | pais s
g s oLy - 5o |
CIONBE lENED « paiyan |

SHOD 1 2812 2093 o8 L.
R, i Bl

SImTRUY ¢ ey W
” 3 a0
OB ;g
1111111 Grens | ':‘:ﬁbu: ' onog

Y g
gy Ukp

BT cpyy

7

G2

L) o),

CONCLUSION:

Emerging Digital Technologies like Artificial
Intelligence holds great economic, social, medical,
security and environmental promises. Unfortunately
they are not tapped for the growth of livestock sector in
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our state and that exactly is what the Tamil Nadu state
government agencies need to explore and exploit. Our
State’s Livestock sector shall aim to harness the power
of Al for the public good while making it ethically
compatible with human values.
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Our efforts and approach through developing and
deploying Dairy Farmers Support Digital Solutions
through Tamil Language Integrated “Milk Productivity
Improvement Technology Platform” is fruitful. The
developed prototype using loT Technology is found to
be successful and is being used to connect with dairy
farmers. Tamil Language interfaced digital solutions
capturing and monitoring the data of milk constituents
of'each cow, helped farmers. More importantly it helped
veterinary medical experts who specializes in Dairy
Animal Production Medicine, towards developing
strategies for early detection of milk yield reductions
and helped to prevent losses. Farmers were able to get
immediate alerts in Tamil language, so as to help them
improve production practices & health care.
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FUTURE POTENTIALS:

Government of Tamil Nadu had many initiatives
towards bringing in Tamil Interface with all service
delivery platforms. The TNeGA has already developed
a Tamil chatbot, named “Anil” , using Natural Language
Processing and Artificial Intelligence Technologies.
This Tamil chatbot is helping to guide and advise
people by answering their queries and guide them to
obtain government services like obtaining nativity
certificates, income certificates, government certificates
etc. When such Tamil, based chatbots are integrated in
to Farmers Technology Platforms like this “Milk PIT”,
it will further help improve farmer’s day to day abilities
in solving many of their problems and increase their
revenue potentials, and overall prosperity



KaniTamil24 | 207

Development of a Tamil Handwriting App that Offers a Guided Approach for
Children to Learn, Practice and Enjoy Tamil Handwriting

Khasturi Ramalingam, Muthu Nedumaran

ABSTRACT

Handwriting is and essential skill, especially among
children. Writing by hand requires greater cognitive
involvement than typing. Stroking each letter engages
various neural pathways in the brain. These trigger regions
linked to language, memory, and motor abilities. Proficient
handwriting helps with effective communication and clear
expression of ideas which in turn provides a foundation
for lifelong learning and academic success. In Malaysia,
children learn Tamil alongside two other languages: Malay
and English which are written in Latin. The complex forms
of Tamil letters, relative to Latin, and the lack of resources
to practice is becoming a demotivating factor for children
to learn and enjoy Tamil handwriting. This research aims
to help fill that gap through the creation of a tablet-based
application, with seven key features, that will guide children
using simple data models. The application will show
animated stroke movements of each letter, let children
follow along the movements, and assess the accuracy of
the final letter forms written by the children. To study the
effectiveness of the approach, 20 children aged 7 were
selected as sample from 4 different schools. Qualitative
and quantitative methods were used to collect data and
analyse the outcome. In conclusion, this research presents
a pioneering method that combines machine learning
techniques and motivational strategies to assist children in
honing their Tamil handwriting skills. The integration of
technology not only enhances learning outcomes but also
instils a sense of enthusiasm, making the process of learning
Tamil handwriting enjoyable and rewarding for young
learners.

Khasturi Ramalingam, Muthu Nedumaran
SJK(T) Masali, Johor, Malaysia
Murasu Systems Sdn Bhd, Selangor, Malaysia

1. INTRODUCTION

Research by others have shown that Tamil students
in Malaysia encounter hurdles in mastering Tamil
handwriting due to inadequate resources, limited
guidance, and inconsistent practice (Rudrapathy &
Rudrapathy, 2022). The difficulties they face include
the complexity in Tamil letter forms, inability to write
fluently and smoothly as they do when they write English
or Malay with Latin alphabets. These difficulties make
Tamil handwriting practice uninteresting (Winskel,
2020). It takes less strokes and curves to write Latin
alphabets compared to Tamil. However, the many
curvatures in Tamil letters can add to the beauty of the
forms with correct stroke movements (Nedumaran,
2018).

The aim of this research is to develop a tablet-
based Tamil handwriting app, with seven key features,
that offers a guided approach (THAGA) for children
to learn, practice and enjoy Tamil handwriting with a
digital pen.

THAGA needs to address the above concerns. At the
same time, it should synchronise with the tools currently
used by the children in schools, like worksheets and
activity books.

The first thing we did was to discuss and arrive at
a list of seven key features we want THAGA to have.
Using these key features as the requirements, we
evaluated nine existing handwriting apps for Tamil
language that are available in Apple’s App Store and
Google Play for tablets. Among the nine, three were
available on both platforms. While some of the apps
had some of the features, none of them had all the seven
features we enlisted. Since none of the apps met all
features in our list, we went ahead and built a prototype
to implement our features with a minimal set of data for
selected letters. The purpose of this prototype was to
study the effectiveness of the guided approach with six
of the seven features, before developing the full-fledged
app.

With this prototype, we went ahead to conduct our
second phase of the study: to evaluate the effectiveness
of the guided approach used in THAGA to help improve
the ability of children to write the selected letters in the
correct form. The study was also expanded to ascertain
if the children learnt, practiced, and enjoyed writing the
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Tamil letters with THAGA. We also wanted to ensure
21st century values such as self-directed learning, ICT
literacy and collaborative learning can be applied to the
child or a group of children indirectly.

2. SEVEN KEY FEATURES OF THAGA

We analysed the current tools like worksheets and
activity booksusedin schools to teach Tamil handwriting.
Since THAGA is targeted as a supplementary tool,
alongside current tools, the feature set must complement
the current tools and not isolate itself with a completely
different approach to teaching Tamil handwriting. It can,
however, improve the current approach with the use of
technology and machine learning capabilities. Based on
this principle, we arrived at these seven key features:

i.  The letter forms used as templates in the tool
should closely match a person’s handwriting as
opposed to a letter from a typeface designed by
a type-designer.

ii. The tool should take advantage of writing
instruments like digital pens or pencils to closely
match real world handwriting experience with a
regular pen or pencil.

iii. The writing area should provide similar metrics
lines as provided in paper worksheets and
activity books.

iv. Include animated movements of the correct
stroke directions, instead of arrows along the
lines which sometimes can appear congested
and cause confusion.

v.  When assessing the letter drawn by the child,
compare the directions of all strokes against the
template form, instead of only the overall shape
of the final form. This will ensure that the letter
is written in the correct direction as shown in the
animation in (iv).

vi. As the child practices drawing the letters, learn
the correct forms drawn by the child and move
the template to those learnt forms instead of
sticking with the original template. This will
indirectly encourage the child to develop a
unique writing style and score higher points
when new drawings of the letters are assessed.

vii. When the practice has covered all the required
letters in Tamil, provide the ability to export the
final forms of the drawn letters into a font that
can be used in all applications.

3. LIMITATIONS IN
AVAILABLE APPS

None of the apps we evaluated included all the seven
key features. The most notable absence that we saw as
critical limitations were features (i) and (v). All apps
used an embedded Tamil font or the resident Tamil font
in the system, which were designed by type designers.
They did not appear as a naturally handwritten letter.
The resident fonts were not designed for this intent.

CURRENTLY

Also, when tracing the letters, the user was forced
to stay within the stroke boundaries, even if the strokes
were moving in the right direction. In other words, the
assessment was done with strict compliance to the exact
strokes of the template letter and not the overall stroke
directions and form of the letter.

4 DEVELOPMENT & IMPLEMENTATION
OF THAGA PROTOTYPE

We wanted to study the effectiveness of the first
six of the seven features before beginning full-
fledged development of THAGA. For this purpose,
we developed a prototype that allowed children,
who will be the actual users of the app, to learn and
practice a few letters. We interviewed some teachers
who teach children Tamil handwriting to get their
perception on which letters needed the most attention.
They explained that children generally learn simple
letters like ., u and w quite easily. However, they
have difficulties writing other complex letters. Based
on this feedback, we chose four letters where most
children had difficulty writing: &, &, . and .

The seventh feature in our list required all letter
forms to be available in order to create a font. As such,
we dropped this in the prototype and kept it for the full-
fledged app.

The prototype app was built for iPads with Apple
Pencil, running iPadOS 15.0 and later. We chose this
platform as it had readily available frameworks like
SwiftUI and PencilKit with which we could quickly
build the user interface and add stroking features to
draw letters. With this setup, we started adding the first
six of the seven key features.

4.1 Template letters

The template letters were drawn in the prototype
app itself. The strokes, which included the start point,
end point and direction information, were captured as
drawings. These drawings were saved into binary files
and used as the data model to access the letters drawn
by the children. We used the available functions in
iPadOS that allowed developers to capture the drawing
data. These functions are published in the PencilKit
documentation (Apple Developer, 2024).
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4.2 Apple pencil

Apple’s iPadOS includes excellent integration with
the ApplePencil through the PencilKit framework. The
latest version of this framework includes a monoline
inking tool that draws strokes with uniform thickness
irrespective of the speed and direction of the strokes.
This closely emulates a regular pencil or pen. In earlier
frameworks, this inking tool was absent. However, we
could adjust the thickness to make it uniform after the
stroke is drawn. In either case, the second key feature
can be met with this framework.

4.3 Metrics lines

We drew 4 horizontal lines in the app’s writing area:
baseline, letter height, ascender, and descender. This
follows the lines drawn in paper worksheets and activity
books for Tamil handwriting used in Malaysia.

4.4 Animating strokes

Since the prototypes are stored as PencilKit drawing
data, which in turn contain vector data, animating
them was made possible with SwiftUl’s animation
frameworks (Apple Inc, 2023). The speed at which the
strokes are drawn can also be adjusted. The user can
either choose to keep the template visible while the
strokes are animated or just show the drawing of the
strokes alone.

4.5 Assessing user drawn strokes

When users finish writing a letter the stokes of
the written letter is compared against the stokes for
that letter in the data model. Comparison is done
using Fréchet distance. Fréchet distance measures
the similarity between curves that takes into account
the location and ordering of the points along curves
(Figueira, 2020). By adjusting the acceptable distance,
we can allow flexibility in scoring. For the prototype,
we set an arbitrary minimum distance and adjusted it
based on a few inputs from children. This is to ensure
that the assessment is neither too restrictive nor too
loose. The main aim is to get children to write the letter
in the correct order and shape. It need not perfectly
match the template form in the model. Also, ability
to score easily will help motivate the children to keep
writing and this in turn will give us more strokes for the
learning as explained in 4.6.

4.6 Learning new strokes

When the children complete writing a letter and if the
assessment of the strokes in the letter based on Fréchet
distance hit a score higher than 90, the drawing data of
that newly written letter is added to the data model. This
will serve as additional data when evaluating the score
of future strokes for the same letter from the same child.
As more and more such data are added to the model,
the tool will evaluate future writings to match closer

to the child’s writing instead of the template. This will
let children keep hitting higher scores in the app, again
serving as a motivation to make them keep writing.

5. EVALUATION

Before embarking on the research process to
evaluate the features of THAGA with sampled users,
the prototype was shown to three experts from three
different universities in Malaysia: UTM, UPM and UM,
to validate the features for use in schools. The three
experts reviewed and asserted that the features were
in line with the aim of THAGA, which is to provide
a guided approach for children to learn, practice and
enjoy Tamil handwriting with a digital pen.

With the experts’ clearance and the six features
coded in, the prototype app was used to evaluate the
following three areas: 1) effectiveness of the guided
approach to teach the letter forms, 2) the perception
from the teachers about the features of this app, and 3) if
the students showed enthusiasm in learning and enjoyed
writing the selected letters.

This research process consisted of the following four
steps 1) plan, 2) implement, 3) observe, and 4) reflect.
These four steps were adopted based on the model
developed by Kemmis and McTaggart (Kemmis et al.,
2014).

The research was guided by four teachers, one
each from four different schools. The teachers selected
five children who were students, aged seven, from
each school with written consent from the school and
parents. These students were selected based on their low
achievement in writing. We also prepared three iPads
with THAGA prototype pre-installed for the children.
Classes were planned for five sessions in the month of
November 2023. Each session lasted for a period of 30
minutes. A pre-test was given by the teachers before the
first session started. In the pre-test, the students were
asked to write these four letters on a lined paper with a
pencil.

In the first four sessions the students wrote on
the iPad running the THAGA prototype. In the final
session, post-tests were conducted to measure progress
in handwriting skills for the same four letters.

6. OUTCOME OF EVALUATION

The outcome of the evaluation was positive for all
the three areas. The guided approach was effective in
improving the handwriting among the students, the
perception from the teachers about the features was
positive and the students showed enthusiasm in learning
to write the Tamil letter forms.
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6.1 Improvements in handwriting

Figure 1 shows the percentage comparison analysis
between pre-test and post-test for handwriting based
on adapted rubric scores from (Ganesan & Abu Bakar,
2023; John & Renumol, 2022). The scores were
collected from the pre- and post-tests. The graph clearly
shows that all the 20 study participants increased their
scores in the post-test, which was conducted after using
THAGA to learn and practice the four chosen letters: @,
8. 1p, and 3. The improvements in scores were more than
50% across all the letters. Writing of letter @ improved
by 62%, s improved by 50.8%, p by 57.2%, & by 52%.

Percentage Comparison Analysis Between Pre-Test And Post-Test

# v 8

a

®Pre-test  mPost-Test

Figure 1: Analysis between pre-test and post-test .

Overall, the results of the analysis showed that
the use of the THAGA helped improve the mastery
of writing the selected letters, which were relatively
difficult, among the 20 study participants.

6.2 Teachers' perception of THAGA's features

Teachers' perceptions of THAGA’s features were
assessed using a series of interview questions. Overall,
teachers' feedback indicated an increased interest
in writing among students after using the THAGA
prototype. Additionally, the teachers affirmed that the
features are suitable and user-friendly, specifically for
children. They liked the way the app presented and
animated the template letters which clearly showed
the start point, the stroke direction and the end point.
This was seen suitable for beginners to write the letters
correctly, which is a problem they have been facing.
Children write the letters in the correct form but often
in the wrong direction. Teachers also mentioned that
ApplePencil on the iPad gave the children the feeling of
using a regular pencil. They became accustomed with
the tool very quickly and started using it immediately.
The teachers were also happy with the 4 lines feature as
it followed the lines in worksheets and activity books
for Tamil handwriting used in the classroom. Finally,
they liked the way THAGA evaluated the letter forms
written by the children. Although it was internally
using, Fréchet distance, a method that they could not

understand, they found the result to be extremely
interesting. Especially when it took into consideration
the correct stroke paths of the letters. When the children
wrote the letters from another direction, the assessment
clearly showed that it was wrong.

6.3 Students’ enthusiasm

Teachers reported that students who participated
in the study thoroughly enjoyed writing the letters
@, 5, 1, and & using THAGA. Additionally, the
teachers noted that the students found it easy and
straightforward to write these letters after practicing
with the prototype app. Furthermore, the teachers
observed that the students were largely self-directed
and engaged in collaborative efforts with their peers
in the classroom.

7. CONSIDERATIONS FOR THE FULL APP

The evaluation exercise conducted with the prototype
app provided us with the confidence that the seven key
features we enlisted for THAGA will effectively fulfil
our goal of creating a tablet-based Tamil handwriting
app that offers a guided approach for children to learn,
practice, and enjoy Tamil handwriting using a digital
pen.

The prototype app only focused on handwriting
practice on &, &, 1, and . The full app will need
a data model that contains template strokes for all
the forms required to write Tamil. These forms will
include vowels, consonants, vowel-signs and the
aytham. For beginners, these forms can be introduced
in groups that are organised by simplicity and shape
of the forms.

Besides letters, THAGA can also include exercises
for children to write words and sentences. The
application can include a large wordlist with the ability
to extract words that contain only selected letters
through a regular expression search. Such a list and the
search expressions exist in the open sourced Hibizcus
project by Muthu Nedumaran (Nedumaran, 2023).

7.1 Font creation

The seventh key feature we enlisted for THAGA was
the ability to export the letter forms written by the user
as a complete working Unicode font, with all OpenType
shaping logic included in it. This will serve as a great
motivation for the children to use their own font when
they learn touch typing in Tamil in the future.

7.2 Other platforms

The prototype depended heavily on frameworks
available in Apple’s operating systems, especially
i0S and iPadOS. Frameworks like PencilKit greatly
simplified stylus and finger-based drawing on Apple’s
devices. To create a similar user experience on
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other platforms like Android and Windows, similar
frameworks need to be developed.

8. CONCLUSION

In the prototype of THAGA, only 4 letters were
chosen to evaluate the effectiveness of the approach with
six of the seven key features. As described in section 6,
the children and the teachers found the approach to be
effective. Using a guided approach with templates that
match strokes, curves and their direction proved to be

very effective for children to learn Tamil handwriting.
The results of the evaluation further strengthen the key
features that we had identified for THAGA.

The final app need not be confined to seven-year-
old children, whom we chose as the sample to do the
evaluation. It can be used to as a tool for any children
in any age group who want to learn or improve their
Tamil handwriting which in turn brings in the benefits
of writing by hand. The app can also be offered to non-
Tamil speaking children or adults across the world who
are interested in learning Tamil handwriting.
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An Immersive Journey:

Tamil Epic Poetry Silapathikaram Stepping into Metaverse

R. Rajkumar, Dominic Dunn, Antony Sam Jaiton

ABSTRACT:

Silapathikaram, the renowned Tamil epic poem, stands as

a testament to the vibrant culture and rich literary heritage
of India. In a world increasingly dominated by digital
technologies, preserving and transmitting this legacy to
new generations poses a significant challenge. This research
proposes a novel approach utilizing the immersive potential
of the metaverse to create an interactive role-playing
experience that transports learners into the captivating
world of Silapathikaram. The objectives are to develop a
captivating metaverse environment that recreates the vivid
scenes, characters, and events of Silapathikaram with a
high degree of historical and cultural accuracy. To design
interactive role-playing scenarios that allow learners to
engage with the narrative, embodying characters, making
choices, and experiencing the consequences of their actions.

The methodology for Metaverse development includes
creating a detailed virtual world encompassing the key
settings of Silapathikaram, incorporating architectural
styles, landscapes, and cultural artifacts from the Chola
period. Character creations are to develop avatars that
learners can personalize, allowing them to embody various
characters from the epic, such as Kannagi, Kovalan,
Madhavi, and chola king Karikalan. A thriving online
community of learners and educators dedicated to preserving
and promoting the rich heritage of Silapathikaram. A
pioneering model for utilizing the metaverse as a tool

for cultural education and heritage preservation, with
potential applications for other historical and literary
works. Stepping into Silapathikaram through the metaverse
presents a unique opportunity to bridge the gap between
tradition and modernity, fostering a deeper understanding
and appreciation for Tamil culture and literature among
new generations. By harnessing the power of virtual reality
and interactive storytelling, this project has the potential

to revolutionize cultural education and inspire a renewed
interest in the timeless masterpiece of Silapathikaram.

R. Rajkumar, Assistant Professor, Department of DSBS,
School of Computing, SRMIST, India. Email: rajkumar2@
srmist.edu.in

Dominic Dunn, Principal Lecturer (International), Depart-
ment of Digital Arts and Animation, Centre for Digital
Innovation, Teesside University, Middlesbrough, UK. Email:
dominic.dunn@tees.ac.uk

Antony Sam Jaiton, B.Tech in Gaming Technology, Depart-
ment of DSBS, School of Computing, SRMIST, India. Email:
ap3723@srmist.edu.in

1. INTRODUCTION

The virtual world should be a meticulously crafted
learning experience, one that seamlessly blends cutting-
edge technology with the timeless wisdom of the epic.
Across millennia, the human spirit has craved tales
woven from threads of history, myth, and imagination.
These narratives, passed down through generations,
pulsate with the collective memory of a people, their
triumphs and tragedies etched in verse and rhyme.

Among these luminous tapestries of storytelling,
few shine as brightly as Silapathikaram, the Tamil
epic poem that has dazzled readers for centuries. Now,
prepare to transcend the limitations of the printed page,
for Silapathikaram is poised to take a giant leap into
the future, stepping into the captivating realm of the
metaverse. Imagine a world where we don't merely
read about Kannagi's fiery spirit or Kovalan's ill-fated
journey; to inhabit them. Where the bustling streets
of Madurai unfold before you, fragrant with spice
and alive with the clamor of trade. Where Karikalan's
opulent palace rises in all its majestic splendor, its walls
whispering tales of ancient kings and forgotten battles.
This is the promise of Silapathikaram in the metaverse
— an immersive odyssey into the beating heart of
Tamil culture, where history and fiction intertwine in a
breathtaking tapestry of virtual reality.

The potential for gaming and entertainment is
undeniable, spatial computing's true power lies in its
ability to transform various industries:

1.1 Spatial computing

It is still in its early stages, but the pace of
development is rapid. Advancements in hardware,
software, and sensor technology are pushing the
boundaries of what's possible, and major tech giants are
pouring billions into making this technology accessible
to everyone.

Education domain: The students exploring
the pyramids of Egypt on a virtual field trip
or dissecting a virtual frog in biology class.
Spatial computing can bring abstract concepts
to life, making learning more interactive and
engaging.

Architecture and Design: Architects can walk
through their creations before they're even
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built, and designers can prototype products in
real-time using AR.

Manufacturing and Engineering: Workers can
receive real-time instructions and guidance
through AR overlays, and engineers can
collaborate on complex projects from anywhere
in the world using VR.

2. METHODOLOGY

Craft your own personalized avatar, embodying
iconic characters like Madhavi, the enigmatic dancer, or
the cunning courtier, Madalan. Walk alongside Kannagi
as she seeks justice, navigate the treacherous seas with
Kovalan, or engage in spirited debates with the scholars
of the Chola court. Each step you take, each choice
you make, becomes a thread woven into the intricate
narrative tapestry.

The implementation steps for designing a
Silapathikaram metaverse drama using Unity:

2.1 Planning and Research:

Deep Dive into Silapathikaram: Thoroughly study
the epic's narrative, characters, themes, and cultural
context.

Story Segmentation: Identify key scenes, plot
points, and character interactions that translate well into
interactive drama.

Audience Definition: Determine the target audience
and tailor the experience accordingly (e.g., educational,
cultural immersion, entertainment).

Technical Considerations: Research hardware
requirements, VR platforms, and Unity features for
metaverse development.

2.2 Worldbuilding and Environment Design:

Virtual Landscapes: Create immersive, visually
stunning environments that capture the essence of the
Chola dynasty, including:

e  Madurai city streets
e  Karikalan's palace
e  Lush forests and natural landscapes

Architectural Accuracy: Research and incorporate
architectural styles, patterns, and materials specific to
the Chola period.

Environmental Storytelling: Infuse the environments
with subtle details that reinforce the narrative and
historical context.

2.3 Character Design and Animation:

3D Modeling: Craft highly detailed 3D models
of Silapathikaram's characters, including Kannagi,

Kovalan, Madhavi, Karikalan, and other significant
figures.

Rigging and Animation: Implement lifelike
movements and expressions through rigging and
animation techniques.

Character Customization: Consider allowing users
to create personalized avatars or choose from a range of
pre-designed characters.

2.4 Interactive Storytelling and Quest Design:

Branching Narratives: Allow users to influence the
story's direction through choices and actions.

Quests and Challenges: Integrate engaging quests
that encourage exploration, problem-solving, and
interaction with characters and environments.

Dialogue Systems: Develop natural and meaningful
conversations with characters through interactive
dialogue trees.

2.5 Audio Design and Soundscape

Immersive Audio: Create a captivating soundscape
that transports users to the world of Silapathikaram,
including:

e  Ambient sounds of nature and city life

e  Character voices and dialogue

e  Traditional Tamil music and instruments

Spatial Audio: Utilize spatial audio techniques to
enhance immersion and create a sense of presence in
the virtual world.

2.6 User Interaction and Control

VR Integration: Implement seamless integration
with VR headsets and controllers for a fully immersive
experience.

Intuitive Controls: Design intuitive controls for
movement, interaction, and inventory management.

Multiplayer  Functionality: Consider enabling
multiplayer interactions for collaborative storytelling
and social experiences.

2.7 Testing and Refinement

Rigorous Testing: Conduct comprehensive testing
with diverse users to identify and address any bugs,
glitches, or usability issues.

User Feedback: Gather feedback from target
audiences to refine the experience and ensure its cultural
authenticity and engagement.

Iteration and Improvement: Continuously iterate on
the design and implementation based on feedback and
testing results.

2.8 Customized information

Cultural Sensitivity: Respectfully represent Tamil
culture and history, consulting with experts for guidance.
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Educational Resources: Incorporate educational
elements to enhance understanding of Silapathikaram
and its significance.

Accessibility: Design for inclusivity, considering
users with disabilities and varying levels of technical
expertise.

Cross-Platform Compatibility: Explore options for
making the experience accessible across different VR
platforms and devices.

3. IMPLEMENTATION

Stepping into the metaverse through Silapathikaram
is more than just entering a virtual world; it's a
transformative act. It's about bridging the gap between
past and present, ensuring that the timeless wisdom
of ancient epics continues to illuminate our path
forward. It's about fostering a deeper understanding
and appreciation for Tamil culture and literature, not
as relics of the past, but as vibrant forces shaping the
future. It's about igniting a renewed passion for learning,
where technology becomes a bridge, not a barrier, to
the wellsprings of knowledge. This journey doesn't end
with the individual. The metaverse fosters a vibrant
online community, a digital Madurai where learners and
educators from across the globe gather to celebrate and
explore the rich heritage of Silapathikaram. Imagine
lively forums buzzing with interpretations and insights,
virtual classrooms echoing with scholarly discourse,
and collaborative projects that breathe new life into
the epic's enduring themes. This community becomes
a crucible where tradition and modernity forge a
powerful alliance, ensuring that the timeless wisdom of
Silapathikaram resonates with new generations.

Fig 1.1: Overall Architecture

The heart of the metaverse, the world engine,
manages the simulation of the virtual environment. It
powers:

Physics and Rendering: Realistic physics engine
simulates gravity, collisions, and object interactions.

Efficient rendering engine generates high-quality
visuals, lighting, and shadows.

Spatial Audio: Creates immersive soundscapes with
accurate positioning and dynamic changes based on
movement and environment.

Fig. 1.2: Realistic Physics

3.1. Content Servers:

These servers store and deliver various assets that
populate the metaverse, including:

3D Models: Characters, environments, objects, and
props are meticulously crafted 3D models optimized for
performance.

Textures and Materials: Realistic textures and
materials add depth and detail to the virtual world.

Animations and VFX: Character animations,
environmental effects, and combat sequences bring the
world to life.

Fig 1.3: 3D Model of Kovalan

Audio Assets: Voice acting, ambient sounds, and
music create a captivating soundscape.

Script Logic and Al: Scripted events, character
behaviors, and Al routines drive the narrative and create
interactive experiences.
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3.2 Administration and Management Tools:

This layer provides backend tools for managing the
metaverse:

User Management: Create and manage user accounts,
track progress, and personalize experiences.

Content Management: Update and add new content,
manage assets, and maintain world consistency.

Monitoring and Analytics: Track user behavior,
performance metrics, and identify areas for
improvement.

Security and Moderation: Ensure a safe and secure
environment for all users, implement moderation tools
to prevent unwanted behavior.

3.3 Community and Social Features:

To foster a vibrant community, the metaverse might
integrate features like:

Multiplayer Interactions: Users can collaborate on
quests, engage in roleplay, and socialize with other
players.

Voice Chat and Communication: Real-time voice
chat and text communication options enhance social
interaction and collaboration.

Leaderboards and Achievements: Encourage healthy
competition and track progress through leaderboards
and achievement systems.

Community Events and Activities: Regular events,
quizzes, and challenges keep the community engaged
and offer new experiences.

4. GENERATIVE Al IN CREATION

has the potential to revolutionize the gaming industry
by introducing a level of dynamism and personalization
never before seen. Here are some ways it can be utilized:

4.1 Content Creation:

World building: Generate vibrant and endlessly
diverse landscapes, dungeons, and cities, creating
unique experiences for each player.

Character creation: Design personalized characters
with unique appearances, back stories, and abilities,
fostering deeper player connection.

Storytelling: Craft dynamic narratives that adapt to
player choices and actions, making every play through
feel different.

Quest generation: Create custom quests tailored to
player preferences and level, ensuring fresh challenges
and engagement.

Procedural generation: Generate unique items,
weapons, and enemies on the fly, adding an element of
surprise and discovery.

4.2 Enhanced Gameplay:

Al-powered NPCs: Develop intelligent and
adaptable non-player characters that react realistically
to player choices and situations.

Real-time world reactions: Create dynamic
environments that change based on player actions,
offering consequences and rewarding exploration.

Personalized difficulty: Adjust gameplay difficulty
levels dynamically based on player skill and preferences.

Improved balance: Use Al to analyze gameplay data
and automatically balance game mechanics for a fair
and engaging experience.

4.3 Player Experience:

Adaptive music and sound design: Generate dynamic
soundtracks and sound effects that respond to player
actions and the environment, creating a more immersive
experience.

Procedural voice acting: Create real-time voice
narration and dialogue that reacts to player choices and
adds to the immersion.

Personalized tutorials and guidance: Use Al to adapt
tutorials and in-game help to individual player needs
and learning styles.

Virtual ~ companions:  Develop  Al-powered
companions that accompany players on their journey,
offering assistance, advice, and even emotional support.

5. CONCLUSION

This project is not merely a digital rendering of an
ancient epic; it's a portal to a lost world, a vibrant tapestry
woven from history, technology, and imagination.
Within the metaverse, Silapathikaram transcends the
confines of text, offering a profound and immersive
experience unlike any other.

By marrying meticulous historical accuracy with
cutting-edge virtual reality, this venture unlocks a
treasure trove of knowledge, inviting learners to
explore the bustling streets of Madurai, delve into
the opulent palace of Karikalan, and stand alongside
iconic characters like Kannagi and Kovalan. It's an
education not passive, but dynamic, where history is
breathed, not merely read. In the metaverse, the epic
transcends mere entertainment; it becomes a living
legacy, an inspiration, and a testament to the enduring
power of human storytelling.This project marks a
pivotal moment, not just for Tamil culture, but for the
future of cultural education itself. It demonstrates the
unparalleled potential of the metaverse to bridge the gap
between tradition and modernity, rekindling interest in
timeless masterpieces for new generations.
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Dynamic Language Learning: Immersive Tamil Education through
3D Visualization in English-Tamil Flashcards App

Yuvasree P, Kavi Priya B, Thenmozhi K

ABSTRACT

The main objective of this application is to introduce an
interactive flashcard designed for learning English-Tamil
vocabulary. Utilizing the Tkinter library for the graphical
user interface, the app dynamically generates flashcards
with random English words to their corresponding Tamil
translations. Users can input their word pairs, and the
application supports audio pronunciation playback for both
English and Tamil translations. Additionally, a 3D viewer
feature is included, offering a visually engaging way to
display word images. The integration of text-to-speech
functionality enhances the language learning experience,
making the application an interactive and educational tool.
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1. INTRODUCTION

The “English-Tamil  Flashcards” application
represents an innovative educational tool with a
singular aim — to revolutionize language learning.
Through the integration of the Tkinter library, this
interactive platform dynamically generates flashcards,
presenting users with random English words and
their corresponding Tamil translations. Notable is its
inclusivity, allowing users to contribute their word
pairs and shaping a personalized learning journey. The
application’s commitment to auditory learning shines
through withits support for audio pronunciation playback
for both English and Tamil translations, providing a
comprehensive language immersion. An innovative
3D viewer feature takes the educational experience to
new heights, offering a visually stimulating showcase
of word images. Meanwhile, the integration of text-to-
speech functionality further enhances user engagement,
ensuring correct pronunciation becomes an integral
part of the learning process. In essence, the “English-
Tamil Flashcards” app exceeds conventional language
learning, emerging as a dynamic and user-centric
educational tool that seamlessly blends technology,
interactivity, and innovation.

2. LITERATURE SURVEY

In the field of language learning applications, this
section explains the literature survey related to the
proposed work is illustrated below.

Bimal Aklesh Kumar and Munil Shiva Goundar, in
2022, conducted an extensive exploration of the Mobile
Language Learning (MLL) landscape. widespread
adoption of app development, speech technology, and
gamification in design, along with a prevalent reliance
on usability testing for evaluation [1].

In 2019, Smith et al. conducted a comprehensive
study examining the efficacy of different language-
learning applications, with a particular emphasis on
interactive flashcards [2]. Their research delved into
the effectiveness of these tools, likely exploring aspects
such as user engagement, retention, and overall language
acquisition. The study contributes valuable insights
to the field of language education, shedding light on
the potential benefits of interactive flashcards in the
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learning process. The findings may have implications
for educators and learners seeking optimized language
learning strategies based on technology.

In 2020, Brown et al. conducted a study scrutinizing
the pedagogical influence of dynamic components,
randomization techniques, and user-generated input
in language learning, offering significant insights
[3]. Their analysis likely explored how these features
contribute to enhanced learning outcomes, potentially
focusing on aspects such as engagement, adaptability,
and personalized learning experiences. The research
sheds light on the educational potential of incorporating
dynamic elements and user-generated content into
language learning applications, providing valuable
guidance for educators and developers in optimizing
language learning platforms.

In 2018, Chen et al, evaluated the influence of
Graphical User Interface (GUI) design in language
learning apps, emphasizing the role of user-friendly
design in elevating engagement, and improving
overall learning experiences and the context of audio
pronunciation in language learning apps.[4].

In 2018, Patel et al, examined the integration of text-
to-speech functionality in language learning technology,
revealing how this feature enhances pronunciation and
accessibility [5].

Kim et al. exploring 3D visualization’s role in
enhancing engagement and understanding, discusses
the integration of three-dimensional visualization in
educational tools, particularly in language learning
applications, providing insights into its potential
benefits in 2017[6].

Conducted by Ruo Wei Chen and Kan Kan Chan
in 2019, this study delves into the effectiveness of
Augmented Reality (AR) flashcards versus traditional
paper flashcards in early childhood education. The
research, involving 98 children aged 5-6, demonstrates
that both methods significantly enhance vocabulary
learning with no notable difference in effectiveness.
Teachers observed children’s enjoyment of AR activities
but noted challenges in integrating AR flashcards into
kindergarten settings [7].

These seminal works collectively contribute to the
evolving landscape of language learning applications
and provide a robust foundation for understanding their
effectiveness and potential enhancements.

3. PROBLEM STATEMENT

Develop a Python-based English-Tamil Flashcard
Application using Tkinter and external libraries. The
application allows users to input a specified number of
English word pairs, automatically translating them to
Tamil. The flashcards are displayed on a Tkinter canvas,

featuring buttons to play audio pronunciations in both
English and Tamil. Additionally, users can explore a
3D visual representation of an image associated with
the word. The program employs Google Translate API,
gTTS for audio, and Pygame for 3D visualization. The
application aims to enhance language learning through
interactive flashcards and multi-sensory experiences.

4. DEFINITIONS

a. Google Translation API (googletrans): The
Google Translation API, accessible through the
googletrans Python module, enables developers to
integrate Google’s powerful translation capabilities into
their applications. It allows text translation between
various languages and supports both single sentences
and larger pieces of text. The API is easy to use and
provides a straightforward interface for language
translation, making it a popular choice for multilingual
applications and services.

b. Python Tkinter: Tkinter is the standard GUI
(Graphical User Interface) toolkit that comes with
Python. It provides a set of tools for creating desktop
applications with graphical interfaces. Tkinter supports
various widgets, allowing developers to design
windows, buttons, menus, and more. Its simplicity and
ease of use make it a preferred choice for developing
basic desktop applications in Python.

¢. Random Module: The random module in Python
is a standard library module that provides functions for
generating random numbers. Developers can use it to
introduce randomness in their programs, simulations, or
games. The module includes functions for generating
random integers, floating-point numbers, and making
random selections from sequences. Its versatility
makes it useful in scenarios where unpredictability or
variability is desired.

d. gTTS (Google Text-to-Speech): The gTTS
module allows Python developers to easily convert text
into speech using Google Text-to-Speech APIL It’s a
simple and efficient tool for creating spoken audio from
written content. Developers can generate speech files
or directly play the output. This module is particularly
useful for applications that require text-to-speech
functionality, such as voice assistants or audio content
generation.

e. Pygame: Pygame is a cross-platform set of
Python modules designed for writing video games. It
provides functionalities for handling graphics, sound,
input devices, and more. Pygame simplifies the process
of game development by abstracting low-level details
and offering a high-level interface. It is widely used
for both educational purposes and professional game
development, making it a valuable tool for those looking
to create 2D games in Python.
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5. PROPOSED SYSTEM:

The proposed system begins with user initiation,
where vocabulary pairs are inputted into the program.
Subsequently, a Tkinter GUI is generated, featuring a
flashcard display and control buttons for user interaction.
Upon execution, the program autonomously selects and
presents a flashcard, enriching the learning experience.
Users have the option to engage further by listening
to pronunciations and exploring a 3D image through
dedicated buttons on the interface. The system ensures
a continuous and interactive learning environment
by incorporating a main event loop, facilitating
ongoing user engagement until the decision to exit
the application. This cohesive approach blends user
input, graphical interface, dynamic content display, and
interactive features to create an effective and engaging
language-learning platform.

6. BILINGUAL FLASHCARD FRAMEWORK

Flashcards, featuring English words and their Tamil
translations, expedite vocabulary acquisition and
language proficiency. Tailored for test preparation, they
enhance recall through repetition, ensuring readiness
for assessments. Integrating cultural context, flashcards
offer a holistic approach to learning Tamil. Portable and
customizable, they enable on-the-go language study,
catering to diverse learning styles. Active engagement
with flashcards reinforces knowledge retention,
deepening understanding of Tamil Language. As
interactive aids, flashcards play a vital role in effective
language learning strategies.

The phases of the proposed system are given below.

Flashcard App

User Input

Collection

Vocabulary Data
(English-Tamil)

Google API TKinter Canvas GUI Buttons
Translation (Flashcard GUI) (Play,Next,etc)
gTTS Pygame
(Text-to-Speech) 3D Viewer

Fig.1: Language Flashcard App Structure

Phase 1: Initialization and User Input

The program starts by creating an instance of the
Flashcard App class and initializing a Tkinter GUI. The
user is prompted to enter the number of word pairs they
want to input.

Phase 2: Vocabulary Building

In this interactive language-learning program, users
input English words, initiating a dynamic process where
each word undergoes translation to Tamil using the
Google Translate API. The translated pair, comprising
the original English word and its corresponding Tamil
translation, is then systematically stored in a dictionary
named ‘vocab.” This approach ensures that users
effortlessly build a bilingual vocabulary, seamlessly
integrating the benefits of real-time translation into their
learning experience.

Phase 3: GUI Creation

The program utilizes Tkinter to establish a canvas
with a distinctive blue background, functioning as a
visually appealing display for flashcards. Integrated
within this canvas are strategically placed buttons,
each designed to enhance the user experience. These
buttons facilitate the pronunciation of both English and
Tamil words, enabling users to listen and reinforce their
auditory learning. Additionally, buttons for seamlessly
transitioning to the next flashcard and unveiling a
captivating 3D view further contribute to the interactive
nature of the application. This thoughtful combination
of a visually engaging canvas and strategically placed
buttons creates an intuitive and comprehensive
language-learning interface, ensuring a dynamic and
user-friendly experience for learners.

Phase 4: Flashcard Display

The program randomly selects a word pair and
displays it on the canvas as a flashcard.

Phase 5: Audio Pronunciation

Buttons trigger the generation and playing of audio
pronunciations for the current word pair in English and
Tamil.

Phase 6: 3D Viewer

A button triggers the display of a 3D view using
Pygame, rotating an image loaded from a specified path.

Phase 7: Main Event Loop

The main event loop (root. main loop ()) manages the
Tkinter GUI, handling user interactions and updating
the display.

Phase 8: Program Termination

When the user closes the Pygame window or exits
the Tkinter application, the program gracefully exits.

7. RESULT & DISCUSSION

The real-time application-based system helps to
reduce the man’s work. In addition to that, the yielded
result is voice-based which helps the challenged person
to seek knowledge towards a language.
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7.1 User text

The user can give a word without a word constraint
limit. This part translates an input to concern language
output, which may help the challenged people to learn a
language. From Fig. 2., the input can be given as much
as the user needs and gets paired to yield a result. The
particular language is given as an input and the result
is obtained in a particular language, for example, the
input is given in the English language and the output
is generated in a Tamil language. The fig.3. shows the
language to be entered as many users input given in the
above input.

Enter the number of word pairs you want to input:

Fig.2: User input

Enter the number of word pairs you want to input:

! )

Fig.3: Enter the number of words

From Fig. 4., the English words (say) are given, as
the user predefined the number of words to be paired.

Enter the number of word pairs you want to input: 1

Enter an English word: |square

Fig.4: Enter English words to translate

7.2 Flashcard output

¢ English-Tamil Flashcards = m} X

square

(F&ITWD)

Play English Pronunciation |

Play Tamil Pronunciation |

Next Card

Show 3D View

Fig.5: Translated Flashcard

The above Figure 5 explains the Flashcard,
comprising the provided word and its translation.
Additionally, this application is integrated with audio
pronunciation for both English and Tamil languages,
aiding in a more precise understanding of words. The
transition to the next card can be initiated, and further, a
3D image of the given word is provided.

7.3 Audio Pronunciation

In Figures 6 and 7, the audio pronunciation feature
is elucidated, showcasing the application’s utilization of
the gTTS (Google Text-to-Speech) module. This module
serves a pivotal role in enhancing comprehension and
refining accents through the generation of audio for both
English and Tamil words. The ‘play_english_audio’ and
‘play_tamil audio’ functions encapsulate the process,
leveraging gT TS to convert text into clear and articulate
speech. The generated audio files are intelligently saved
and subsequently played back, providing users with a
dynamic auditory dimension to their language-learning
experience.

0.00.00 ]

square

Fig.6: English Audio Pronunciation

0.00.00 ®

FSITLD

Fig.7: Tamil Audio Pronunciation
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7.4 3D Visualization

Figure 8 captures the output of a 3D image associated
with the provided word, offering users a visually
immersive experience that enhances their conceptual
understanding. This feature goes beyond traditional
language learning methods, providing a dynamic and
engaging way for users to interact with and comprehend
words in a spatial context. The visual representation
stimulates excitement and curiosity, fostering a
positive learning environment by combining visual and
linguistic elements. This innovative approach not only
aids in language acquisition but also promotes a deeper
and more memorable understanding of the presented
vocabulary.

& 30 Word Image x

{5 30 Word Image x

Fig.8: The rotated view of the 3D image

The real-time application-based system presented
here offers a significant reduction in manual effort,
particularly benefiting individuals facing language
learning challenges. The voice-based output furthercaters
to those with specific learning needs. The user-friendly
system allows unlimited input, facilitating language
learning for challenged individuals. The Flashcard
component depicts this by pairing user-provided words
with translations, presenting an inclusive approach
to language acquisition. Additionally, the integration
of audio pronunciation using gTTS underscores the
application’s commitment to enhancing comprehension
and refining accents. The dynamic auditory dimension,
coupled with a 3D viewer feature, collectively provides
acomprehensive language learning experience. Looking
forward, potential enhancements include language
support expansion, gamification elements, and adaptive
learning pathways through machine learning. Iterative
improvements driven by user feedback will guarantee
the continued efficacy and pertinence of the application
within the dynamic realm of language education.

8. CONCLUSIONS

The English-Tamil Flashcard application stands
at the forefront of educational innovation, providing
an integrated language learning experience. Its
dynamic generation of flashcards, coupled with user
input functionality, encourages personalized journeys
for learners. The commitment to auditory learning,
evident through audio pronunciation support, ensures
a comprehensive language immersion. The inclusion
of a 3D viewer feature adds a visually stimulating
dimension to vocabulary exploration. Looking
ahead, future developments could include expanding
language support, incorporating gamification elements
for enhanced engagement, and integrating machine
learning algorithms for adaptive learning pathways.
Furthermore, continuous updates and user feedback
mechanisms will be essential to refine and optimize the
application’s features, ensuring it remains a cutting-
edge and effective tool in the ever-evolving landscape
of language education.
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Singapore’s Tamil Digital Technologies: A Diaspora Pathseeker
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ABSTRACT

Singapore has been an early adopter of new digital
technologies because of economic imperatives and
governance requirements. The government has also
harnessed these technologies for educational and cultural
purposes, among other needs. These needs, in combination
with the government’s multilingual policies, enshrined in the
Constitution, have given the Tamil language in Singapore
an extraordinary opportunity to engage Tamil-related digital
technologies. This paper will address some key elements of
Tamil Digital Technology (TDT) in the service of education,
media and governance in Singapore.

The challenges for developing TDTs in Singapore are
formidable. Apart from financial constraints, which are
normal, there are severe shortages of talent in TDT.
Singapore, therefore, needs collaboration with the outside
world. Tamil Nadu, given its bounty of talents and resources,
can lead the way for the whole diaspora. But it can only be
sustained if the effort is based on professionalism, efficiency
and equity among the partners.
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1. INTRODUCTION

The Singapore government has been an early
adopter of new digital technologies because of
economic imperatives and governance requirements.
The government has also harnessed these technologies
for educational and cultural purposes, among other
needs. Combined with these needs, the government’s
multilingual policies, enshrined in the Constitution, have
given Tamil an extensive platform for engaging Tamil-
related digital technologies. This paper will address
some key elements of Tamil Digital Technology (TDT)
in the service of three specific domains: education,
media and governance.

In drawing up the first Information Technology
MasterPlan — IT2000 — in 1996, the government laid
the foundation for a National Information Infrastructure
(NID). It declared that “Singapore will be among the first
countries in the world to have a national information
infrastructure” and that it was the foundation for
transforming Singapore into an “Intelligent Island.” The
plan aimed to build a pervasive network interconnecting
computers in virtually “every home, office, school and
factory.”

The IT2000 was succeeded by two other 10-year
masterplans, the Intelligent Nation 2015 (iN2015)
launched in 2005 and the Digital Connectivity Blueprint
(DCB) launched recently in June 20232 While the
IT2000 masterplan focused on the availability of
internet technologies, iN2015 sought to improve the
accessibility of these technologies through a variety
of digital services and businesses to reach the masses.
Building on these foundational plans, DCB is designed
to empower the community to develop Singapore as a
‘smart nation’.

While focusing on general technological
capabilities, the government has kept in mind that the
different segments of society should not be unduly
or unfairly disadvantaged. Inclusivity and equity
have been the underlying thrusts of its digital efforts.

1. https://www.imda.gov.sg/resources/press-releases-
factsheets-and-speeches/archived/ida/press-
releases/1996/20050726143657

2. https://www.imda.gov.sg - Infocomm
Development Authority of Singapore

Media
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Language communities have thus been given special
attention, underpinned by the multilingual policies of
the government.

For those not familiar with Singapore’s ethnic and
linguistic landscape, Indians make up roughly nine
percent of the population while Chinese and Malays
constitute, respectively, about 75 percent and 15
percent. Whereas people are identified based on their
ethnicity, when it comes to the designation of official
languages, only three are recognised for the three major
ethnic groups — Mandarin for the Chinese, Malay for
the Malays and Tamil for the Indians. Other languages
of all these ethnic groups are indeed used by them in
Singapore but do not enjoy official status.

Thus, Tamil has been given an official position in
various language initiatives of the government and when
it came to digital technologies, Tamil was included from
the very beginning of national efforts. Currently, the
most eagerly anticipated outcomes are related to Tamil
Al a topic we shall address later.

2. EARLY TAMIL DIGITALTECHNOLOGIES

When information and communication technologies
were spreading around the world, and Singapore
became an early adopter, Tamil was duly ensconced
on the multilingual web platform the government was
building. Tamil appeared on the Singapore web for the
first time on 27 October 1995°. The key individuals
who made this possible were Dr Tan Tin Wee, an ethnic
Chinese technologist and Mr N Govindasamy, a Tamil
educator.

While Tamil had an auspicious start on our web, it
was not something the tradition-bound Tamil leadership
took to readily or easily. Though I (the first author
Arun Mahizhnan) was not part of the Tamil language
leadership in Singapore, | was brought in by Dr Tan and
some political leaders to steer the Tamil internet drive in
Singapore. I was extremely fortunate to have the strong
support of Dr Tan and Muthu Nedumaran, the only
full-time techie in Singapore at that time, who were
deeply involved with Tamil internet globally. Though
Malaysian by birth and citizenship, he benefited greatly
by working in Singapore and he paid back some of the
debt by immersing himself in Singapore Tamil Internet.
If not for him and Dr Tan, the first ever worldwide
Tamil internet organisation called the International
Forum for Information Technology in Tamil, INFITT
for short, would not have been founded in Singapore
in 2000. Prof M Anandakrishnan, the then IT Advisor
to the Tamil Nadu Government, was elected the
founding Chairman of INFITT. He was instrumental
in persuading most members to set up the INFITT

3. https://www.infitt.org/ti1999/papers/naago1998.pdf

Secretariat in Singapore and to appoint me as its first
Executive Director. While these individuals were
the visible leaders of INFITT, there was the invisible
hand of the Infocomm Development Authority, which
provided all the governmental and financial support
for the world’s biggest Tamil internet conference till
then, and the establishment of the INFITT Secretariat in
Singapore. And my fellow author, Nara Andiappan, was
the first paid employee of INFITT — hired by IDA and
loaned to INFITT.

The reason why we mention this particular
development in Singapore is to highlight three key
aspects of international collaboration: First, the
environment in which an international organisation is
based has to be conducive to international collaboration.
Singapore was already a global city, with global
connections and exposure to a global culture. Second,
there must be an attitude of humility and a hunger
for learning. Perhaps because our own neighbour had
knocked on our head and told us that we are nothing but
a little red dot on the map, we have always been acutely
aware of our size — rather, the utter lack of it. And we
have always been willing to learn from others as we
don't have massive resources or even a huge population.
Our survival depends on our learning from others. This
is why, even today, the final message we will leave you
with relates to that hunger for learning. Third, perhaps
the most important aspect is the abiding government
support — even when it is only a minority community
that is affected, the Singapore government takes a
serious and sustained interest in supporting Tamil-
related technologies. In terms of economic and political
impact, Tamil is not a critical factor but as a multicultural
nation, Singapore sees the benefits of language-related
technologies. Their impact on governance, education,
and media is huge and lasting.

3. TAMIL DIGITAL EDUCATION

Let us now turn to the three domains which form the
focus of this paper. Perhaps the single most important
domain where TDTs can make the greatest impact is
Tamil education. The Singapore Tamil education field
involves thousands of Tamils — as students and teachers.
Currently, about 25,000 students are studying Tamil and
800 teachers teaching Tamil in Singapore.

Late last year, the Ministry of Education (MOE)
unveiled the “EdTech Masterplan 2030 to harness the
transformative potential of technology in education. It
outlines how schools can better leverage technology to
enhance teaching and learning. This masterplan is only
the latest edition of many educational masterplans of the
Singapore government over the years. The following is
the gist of the 2030 masterplan that is relevant to Tamil
education:
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The EdTech Masterplan 2030 aims to transform
education through technology, focusing on four
outcomes. They are namely, students who are digitally
empowered, teachers who are technologically adept
and collaborative learning designers, schools which are
an intelligent, responsive, digitally equipped learning
environment, and a system that is a networked EdTech
ecosystem.

Under the outlined master plan, opportunities will be
presented for Tamil language teachers to enhance their
expertise in utilising technology, including the effective
integration of Artificial Intelligence.

Student Learning Space

The Student Learning Space (SLS) portal, introduced
by MOE in 2018, is aimed at revolutionising the
learning experiences of Singaporean students through
the strategic use of technology. This student-centric
portal caters comprehensively to all subjects, including
Tamil Language. Numerous Singaporean Tamil teachers
actively utilise the SLS to design ICT-integrated lessons,
sharing their expertise by publishing lessons for their
fellow Tamil teachers. There is significant interest
among Tamil teachers to enhance their proficiency
in utilising open tools for language teaching, such as
Thinklink, Kahoot, Mentimeter, Quizlet, Decktoys,
Edpuzzle, Nearpod, Padlet, and others. The adoption of
digital spaces for learning enables students to engage in
diverse learning modes, fostering both self-directed and
collaborative learning.

SkillsFuture for Educators: Effective Use of
e-Pedagogy

The Learn for Life movement, initiated by MOE
in 2020, encompasses the SkillsFuture for Educators
(SFEd) roadmap, underscoring the importance of
continuous professional development for teachers.
Accordingly, Tamil teachers, like their counterparts in
other subjects, employ digital technologies to enhance
and personalise students' learning experiences. They
actively design e-Pedagogy integrated lessons on the
SLS platform and various web platforms, contributing
to the effective teaching of Tamil,

However, the use of Tamil beyond the classroom,
especially at home, has been on the decline. This is a
fate shared by other mother tongues such as Mandarin
and Malay. English is on the ascendance in many homes.
The government and the community, together, have
been exploring ways and means to encourage the use
of Tamil outside the classroom. Digital games in Tamil
are proving to be an engaging tool but hardly enough
to reverse the trend in any significant way. Many more
innovative and engaging TDT-based tools are needed.

In addition, Singapore has been suffering from
a shortage of Tamil teachers for some time. MOE’s

strategies to overcome this problem have faced
considerable challenges. Perhaps the time has come to
change tacks and look at non-conventional strategies.
Online teaching as a supplement to face-to-face teaching
is worth considering. In fact, COVID forced our entire
teaching system to adopt online teaching for a period.
Many teachers, originally reluctant to accept that online
teaching can be effective, found it to be so. While it will
not be a complete replacement for face-to-face teaching,
it can certainly be an additional tool. Top universities in
the world have been delivering online courses for years
now. Online Tamil teaching at the secondary school and
junior college level may be worth exploring.

There is another reason why we emphasise this
particular point. Throughout the Tamil diaspora, there
is a critical and unbreachable shortage of capable Tamil
teachers on-site. For those Tamil communities, online
teaching may not only be a supplementary tool but
the primary tool. The Tamil Virtual Academy, which
has convened this great conference, has already been
playing a role in addressing this problem and we hope
it will join hands with other Tamil Nadu institutions
to offer much more. Tamil Nadu has the talent and
resources to lead this initiative.

4. TAMIL DIGITAL MEDIA

Singapore's Tamil media history dates back to
1875, when Singapore’s first Tamil newspaper, Singai
Varthamani, was first published. As for broadcasting,
Tamil radio broadcasts began in the 1930s. Television
came to Singapore in 1963, with Tamil TV as an integral
part. From the Gutenberg Press to the Internet, many
communication technologies have had their impact
on world media, including Singapore’s. However, the
introduction of TDTs in Tamil media has opened the
doors to an entirely new world of information, education
and entertainment.

Two media companies provide most of the Tamil
mass media content in Singapore. The SPH Media Trust
has a history starting in 1845, barely 25 years after
the British founded Singapore as a trading post to be
managed from Calcutta. It has a long and illustrious
history. SPH Media publishes newspapers in all four
official languages, including the only surviving Tamil
daily called Tamil Murasu. Tamil Murasu was started
independently by the preeminent Tamil community
leader Tamilavel Ko Sarangapany in 1935 but eventually
ended up in the hands of the largest print publisher. But
what we could not do and could not even imagine doing
during Sarangapany’s time -- that is reading Tamil
Murasu daily from any corner of the earth -- you can
now do, thanks to TDTs. We are sure Tamilavel would
be pleased. Murasu went online as an e-paper in 2017
and is updated as many times a day as necessary. It
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is still published as a hard copy paper as well. SPH
Media, which launched a free mobile app for the daily
in October 2023, is trying to incorporate whatever
new technologies are available, and the Tamil division
shares the benefits of these technologies wherever and
whenever it can adapt them to the Tamil language.

The other major media organisation in Singapore is
Mediacorp, the biggest broadcaster and local content
provider in all four official languages. Broadcasting
had mostly been a government operation for decades
until it was corporatised in 1980. Today, we have Tamil
radio, television and online content 24 hours a day
through various channels and delivery systems, thanks
to digital technologies. Tamil news went online in 2015,
providing consumers with rapid updates every day.
These developments were made possible not merely
by conducive market conditions or profit motives but
also by government policy. The Tamil media output by
Mediacorp and SPH Media is subsidised by government
funds. This is why, we the Tamils of Singapore have to
treat our mass media with a great deal of responsibility.
We cannot afford to squander these precious assets of
the community in a cavalier manner.

5. TAMIL DIGITAL GOVERNANCE

Asawhole, the government, through its key agencies,
has been doing the heavy lifting in enabling TDTs in
Singapore. Often it is the pioneer in such developments.
We would like to focus on four specific areas in which
the Singapore government has deployed TDTs for the
benefit of the public.

National Library Board

Perhaps, among all the government services
provided in Tamil, the most widely known within the
community is the National Library Board (NLB) — with
the obvious exception of the MOE services, which
we mentioned earlier. NLB is the central knowledge-
building institution in all four languages under one
roof. It has been serving the Tamil community since
colonial days, through its predecessor organisations. It
was among the earliest government agencies to adopt
Tamil technologies. Tamil catalogues were digitised
in 2002/2003, probably among the first in the Tamil
diaspora. Its digital collection of materials, which
started in 2006, has reached more than 7,000 items by
2023. One of the most noteworthy accomplishments
was the digitisation of 50 years of Singapore Tamil
literary publications in 2015, to commemorate the
50th anniversary of Singapore’s Independence. It
was a pioneering effort in any language in Singapore.
Interestingly, it was a project which a group of Tamils
proposed and carried out in collaboration with NLB.
The same community group is now working with

NLB on creating the first-ever digital encyclopedia of
Singapore Tamils. Such Tamil digital resources would
not only be available to Singaporeans but to anyone,
anywhere, anytime and for free.

Digital government services

Since 2018, the government has begun offering
commonly used government services in multiple
languages including Tamil. With this facility, a citizen
can use her identity app (SingPass) in Tamil to access
numerous government services and websites. Anyone
can simply book a medical appointment at a polyclinic,
find information on government programmes, learn new
digital skills or apply for housing services —all in Tamil.

Public communications

The Ministry of Communications and Information
(MCI) launched the SG Translate Together portal in
2022. The idea was to harness the collective wisdom of
the citizenry in enhancing translated scripts in Chinese,
Malay and Tamil for the government's use in its daily
operations. SG Translate, a neural machine translation
engine, can use localised translation data and generate
translation of texts between English and other official
languages. This allows government agencies to produce
more reliable content that is attuned to the local context
and culture.

Emerging technologies

Currently, the most widely anticipated outcomes
of Tamil Digital Technologies are related to Tamil
Al Singapore recently launched an ambitious US$52
million Al initiative to develop Southeast Asia’s first
large language model (LLM) ecosystem. However,
this initiative’s success is largely dependent on the
availability of billions of data points amassed from
the digital content of each regional language. Tamil
is automatically included due to its official position
in Singapore. Additionally, the Infocomm Media
Development Authority is also developing new
benchmarks and tools for an Al governance framework.
This initiative aims to identify gaps in policies and
plans related to Al where the Al tools are challenged for
their assumptions in Singapore's multi-lingual context,
including that of Tamil. Tamil Al is, understandably,
the least developed of the digital technologies today,
but the trajectory and the eventual benefits would be
bigger and longer lasting than most past technologies.
However, one thing that is clear to us is that more than
anything else in the past, we need more collaboration
and cooperation within the Tamil world.

6. TDT COLLABORATION

The one word, the one idea we want to leave you
with is COLLABORATION. Singapore seeking
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collaboration is inevitable — as we noted earlier.
However, it is our understanding that the new digital
Tamil technologies would move rapidly, smoothly and
for the benefit of all if we all collaborate. As the Tamil
Internet story amply demonstrates, we achieved much
when we worked together. And we started to decline
when our collaboration weakened.

Tami Nadu is the North Star of the Tamil diaspora.
In terms of knowledge, talent and resources, Tamil
Nadu is unmatched by any other country in the world.
That preeminence sometimes could lead to a certain
aloofness; it could encourage the go-it-alone tendency.
But, if Tamil Nadu were to engage and involve the
diaspora Tamils in developing and deploying TDTs,
all of us stand to gain much. In this regard, we note
with great pleasure that the TN Government has already
established mechanisms to harvest the diaspora talent
and technologies.

For our part — our tiny little part — Singapore is
willing and able, and indeed, needs to collaborate with
anyone, especially Tamil Nadu. We can start small and

then ramp up fast. “Akalakkaal” (biting off more than
we can chew) doesn’t suit us.

While everyone would agree collaboration is a
good thing, experience teaches us that it can only
be successfully sustained if the effort is based on
professionalism, efficiency, and equity among the
partners. We hope all our partners will bear these
qualities in mind as we embark on a journey that will
surely take us to new horizons, and new dawns.

7. CONCLUSION

New Tamil Digital Technologies are emerging in
good numbers but still have a long way to go to match
what is available in English and some other languages. It
is also the case that with greater integration of the Tamil
diaspora, developments in one corner of the world could
benefit other parts. That is why a conference of this
nature is profoundly important for the whole diaspora.
We hope this initiative will continue into the future to
help all of us reach much greater heights.
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Integrating Spatial Computing for Promoting Tamil Language

Srisivasubbramanyan BS, Gayathri P, Dr S Kanaga Suba Raja

ABSTRACT:

This research seamlessly integrates Tamil language,
scriptures, and literature into spatial computing. Preserving
and promoting Tamil cultural heritage. Leveraging advanced
algorithms, it bridges the gap between traditional texts

and contemporary experiences Key strategies include
Natural Language Processing (NLP) for Tamil, employing
tokenization, parsing, and Named Entity Recognition
(NER) to deconstruct and analyse texts. Tailored Text-to-
Speech (TTS) systems enrich the auditory experience, while
Computer Vision using Optical Character Recognition
(OCR) digitizes and analyses Tamil manuscripts.

Spatial Audio and Gesture Recognition enhance user
engagement, and Augmented Reality (AR) overlays digital
representations onto real-world objects. Spatial Data
Visualization illustrates connections in Tamil literature,

and Machine Learning algorithms provide personalized
recommendations. Collaborative Filtering fosters
community engagement, addressing cultural sensitivity

and accessibility challenges through user interface design.
Digital Preservation Techniques, like metadata tagging,
enhance searchability. This interdisciplinary effort aims to
underscore Tamil's transformative role in spatial computing,
fostering global appreciation for linguistic diversity and
cultural heritage
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I. INTRODUCTION:

In an era where technology and cultural preservation
converge, this research delves into the revolutionary
integration of the Tamil language, its scriptures,
and literature into the immersive realm of spatial
computing. The overarching goal is to preserve and
promote the intricate tapestry of Tamil cultural heritage,
fostering a connection between traditional narratives
and contemporary experiences through the application
of cutting-edge algorithms. At the heart of this study
are advanced strategies that leverage Natural Language
Processing (NLP) techniques tailored specifically for
Tamil. These encompass processes such as tokenization,
parsing, and Named Entity Recognition (NER), enabling
a nuanced deconstruction and analysis of Tamil texts.
The auditory facet of the Tamil literary experience
undergoes a transformation with the implementation
of Tailored Text-to-Speech (TTS) systems, providing
a dynamic vocalization of age-old narratives that
adds a novel dimension to the user experience. The
research further embraces Computer Vision techniques,
particularly Optical Character Recognition (OCR), to
digitize and analyse Tamil manuscripts. This not only
contributes significantly to the preservation of cultural
artifacts but also facilitates the seamless transition of
tangible, traditional texts into the digital sphere.

To heighten user engagement, the study incorporates
Spatial Audio and Gesture Recognition. Spatial Audio
techniques create an immersive auditory environment
for users to experience 3D renditions of Tamil literary
works, enhancing the overall engagement. Gesture
Recognition algorithms empower users to interact
intuitively with spatial representations of Tamil
literature, introducing a novel and accessible form of
engagement. Augmented Reality (AR) plays a pivotal
role by overlaying digital representations onto real-
world objects, creating a tangible and interactive bridge
between the virtual and physical dimensions of Tamil
literature.

Spatial Data Visualization serves as a graphical
conduit, illustrating the intricate connections within
Tamil literature. This visualization not only enhances
the understanding of literary relationships but also
serves as a dynamic tool for users to explore and
appreciate the depth of Tamil cultural heritage. Machine
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Learning algorithms add a personalized touch to the
user experience by offering tailored recommendations
based on individual preferences. Collaborative Filtering
ensures community involvement in the preservation
of Tamil cultural heritage, fostering a collective and
participatory approach. Addressing nuanced challenges
related to cultural sensitivity and accessibility, the
research emphasizes thoughtful user interface design.
This ensures that the spatial computing applications are
not only technologically advanced but also culturally
sensitive and inclusive.

Digital Preservation Techniques, including metadata
tagging, are implemented to enhance the searchability
and categorization of Tamil literary content. This not
only aids in the organization and retrieval of information
but also contributes to the long-term preservation of
Tamil cultural artifacts in the digital landscape.

In essence, this interdisciplinary research endeavour
aims to illuminate the transformative role that Tamil
can play in shaping the future of spatial computing. By
seamlessly integrating cultural heritage with cutting-
edge technology, the study seeks to foster a global
understanding and appreciation for linguistic diversity,
ensuring that Tamil's rich tapestry is not only preserved
but also becomes an integral part of the evolving digital
landscape. The subsequent sections of this paper will
delve into the specific methodologies, challenges,
and outcomes of this pioneering effort, providing
a comprehensive exploration of the transformative
potential inherent in the fusion of Tamil culture and
spatial computing.

1.1 Motivation of the Proposed Methodology

e To Safeguard Tamil heritage by digitizing
traditional texts and linguistic nuances in spatial
computing.

e  Scamlessly integrate age-old narratives into
interactive formats, bridging traditional Tamil
texts with spatial computing.

e  Employ spatial audio, gesture recognition, and
AR to make Tamil literature interactive and
accessible.

1.2 Contribution of the Proposed Methodology

e  Digitalization and preservation of Tamil
heritage, enriching accessibility and cultural
understanding in spatial computing.

e  Throughthe Proposed model we have introduced
spatial audio, AR, and gestures, providing an
immersive and interactive exploration of Tamil
literature.

e  Personalized recommendations and user-
friendly interfaces, ensuring diverse audiences
engage effectively.

e  Utilization of advanced algorithms for accurate
cultural representation, addressing challenges
and ensuring authenticity.

The proposed method is Developed in the Google
Collab and the results are compared with the existing
approach. The comparison results demonstrate that the
suggested method outperforms the current method.

1.3 Structure of the Proposed Methodology

Chapter 1 deals with the introduction part. Chapter 2
dwells into related work. The proposed method is given
in Chapter 3. In Chapter 4 (Results and discussions) The
implementation's specifics and outcomes are shown.
Chapter 5 is about the Conclusion and Future Work.

II. RELATED WORKS:

In the realm of cultural heritage preservation and
immersive experiences, our project builds upon a
foundation laid by several notable related works. One
pivotal area of exploration has been the application
of spatial computing techniques to cultural heritage.
Research by Patel et al. [1] introduced the integration of
spatial computing for preserving and promoting Tamil
cultural heritage, providing a conceptual backdrop for
our project. Their work underscores the importance
of leveraging advanced algorithms and immersive
technologies within the cultural preservation domain.
Advancements in natural language processing (NLP)
for cultural heritage analysis has also paved the way
for our research. Kim and Gupta [2] delved into the
intricacies of applying NLP to analyse Tamil literature,
establishing a connection between linguistic analysis
and cultural preservation. While this work offers
valuable insights into textual understanding, our project
takes a step further by integrating spatial computing
elements, enhancing user experiences beyond linguistic
comprehension. The exploration of augmented reality
(AR) applications in cultural heritage, as surveyed by
Chen and Kumar [3], provides inspiration for our marker
less AR integration. However, our project distinguishes
itself by tailoring AR experiences specifically for Tamil
literature, offering a more comprehensive and culturally
sensitive approach.

Machine learning in the context of cultural heritage
recommendation systems has been explored by Li
and Park [4]. While their work focuses on content
recommendations, our collaborative filtering techniques
foster community engagement, ensuring a collective
endeavour reflective of the Tamil community's insights
and aspirations. Lastly, the application of digital
preservation techniques, coupled with metadata tagging,
as showcased in the study by Lee et al. [5], contributes to
our emphasis on searchability and categorization within
the spatial application. Our project extends this concept
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by integrating Dijkstra's Algorithm for optimized
pathfinding, further enriching the user experience within
the spatial environment. The related works in spatial
computing, NLP, AR, machine learning, and digital
preservation provide essential insights. Our project
synthesizes these elements, offering a transformative
spatial application that not only preserves Tamil cultural
heritage but also fosters a global appreciation for the
linguistic diversity and historical richness embedded in
Tamil literature. Through this interdisciplinary effort,
we aim to illuminate the transformative role that Tamil
can play in shaping the future of spatial computing,
making it an integral part of the global digital landscape.

I1I. PROPOSED MODEL:

The transformative journey within the Google Collab
environment unfolds seamlessly, as the process aims to
intricately weave the rich tapestry of Tamil language,
scriptures, and literature into the immersive realm of
spatial computing. It begins with the input of Tamil
text, which serves as the foundation for subsequent
processes. The text undergoes a linguistic analysis
involving tokenization and Named Entity Recognition
(NER). Tokenization dissects the complex text into
individual words or tokens, while NER identifies and
categorizes entities such as names, locations, and
cultural references. This linguistic dissection lays the
groundwork for a deeper understanding of the cultural
nuances embedded in the Tamil language. The journey
then progresses to the synthesis of an auditory dimension
through a custom Text-to-Speech (TTS) system designed
for Tamil. This TTS system dynamically vocalizes age-
old narratives, epics, and poetic expressions, bringing
a melodic and authentic resonance to the spatial
application. The synthesized audio output is played,
providing users with an immersive auditory experience
and transcending the limitations of written text. Taking
a significant turn into the realm of spatial computing, a
Spatial Application is introduced. Dijkstra's Algorithm,
a pathfinding optimization tool, is integrated into the
Spatial Application to optimize paths or connections
within the spatial representation. This algorithm plays
a pivotal role in enhancing navigation or interaction
within the application, contributing to a more
seamless and efficient user experience. Spatial Audio
techniques and Gesture Recognition algorithms are then
implemented within the Spatial Application. Spatial
Audio provides a three-dimensional representation of
Tamil literary works, enriching the auditory experience.
Simultaneously, Gesture Recognition empowers users
to interact intuitively with spatial representations of
Tamil literature, introducing a novel and accessible
form of engagement. This combination bridges the gap
between the virtual and physical dimensions, enhancing

user immersion. The Integration of technology and
reality is brought to life through Marker less Augmented
Reality (AR) within the Google Collab environment.
These functionality overlays digital representations of
Tamil texts onto real-world objects, creating a tangible
and interactive bridge between the virtual and physical
dimensions. This immersive experience captivates
users, ensuring a seamless blend of traditional and
contemporary elements within the application. Spatial
data visualization techniques further enhance the user
experience by illustrating intricate connections within
Tamil literature. Graphical representations serve as a
navigational guide, providing users with insights into
the relationships between different literary works,
authors, and historical periods in Tamil literature. This
visual aspect enriches the user experience, facilitating a
deeper understanding of the cultural tapestry.

The application prioritizes user interface design
considerations, addressing nuanced challenges of
cultural sensitivity and accessibility. By ensuring
inclusivity and cultural relevance in the interface,
the goal is to create an application that resonates
with users across varying levels of familiarity with
Tamil literature. The comprehensive flow of this
transformative methodology in the Google Collab
environment is a symphony of advanced algorithms
and spatial computing techniques. It not only preserves
Tamil cultural heritage but also transcends boundaries,
fostering global appreciation for the linguistic diversity
and historical richness embedded in the tapestry of
Tamil literature. Through this interdisciplinary effort,
the application aims to illuminate the transformative
role that Tamil can play in shaping the future of spatial
computing, making it an integral part of the global
digital landscape.

3.1 Input
Transformation

Processing:  Foundation for

The transformative journey commences with the
foundational step of inputting Tamil text into the Google
Collab environment. This textual content, whether
drawn from scriptures, literature, or cultural artifacts,
serves as the raw material for subsequent processes.
This process is achieved by OCR
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Image 1: Representing the process of OCR Optical
Character Recognition

3.2 Linguistic Analysis: Tokenization and Named
Entity Recognition (NER)

The text undergoes a comprehensive linguistic
analysis, beginning with tokenization, where the complex
textual content is dissected into individual words or
tokens. Following this, Named Entity Recognition
(NER) is applied to identify and categorize entities
such as names, locations, and cultural references. This
linguistic dissection lays the groundwork for a nuanced
understanding of the cultural nuances embedded in the
Tamil language.

3.3 Auditory Synthesis: Custom Text-to-Speech
(TTS) System

After linguistic analysis, the journey progresses to
the synthesis of an auditory dimension through a custom
Text-to-Speech (TTS) system designed explicitly for
Tamil. This system dynamically vocalizes age-old
narratives, epics, and poetic expressions, imparting
a melodic and authentic resonance to the spatial
application. The synthesized audio output transcends the
limitations of written text, offering users an immersive
auditory experience.

3.4 Spatial Computing Introduction: Integration
of Dijkstra's Algorithm

Taking a significant turn into the realm of spatial
computing, a Spatial Application is introduced.
Dijkstra's Algorithm, a pathfinding optimization tool, is
seamlessly integrated to optimize paths or connections
within the spatial representation. This algorithm plays
a pivotal role in enhancing navigation or interaction

within the application, contributing to a more seamless
and efficient user experience.

3.5 Audio and Gesture Interaction: Enhancing
User Immersion

Spatial Audio techniques and Gesture Recognition
algorithms are implemented within the Spatial
Application. Spatial Audio provides a three-dimensional
representation of Tamil literary works, enriching
the auditory experience. Simultaneously, Gesture
Recognition empowers users to interact intuitively with
spatial representations of Tamil literature, introducing
a novel and accessible form of engagement. This
combined approach bridges the gap between the virtual
and physical dimensions, enhancing user immersion.

3.6 Marker less Augmented Reality (AR):
Blending Technology with Reality

The integration of technology and reality is brought
to life through Marker less Augmented Reality (AR).
These functionality overlays digital representations of
Tamil texts onto real-world objects, creating a tangible
and interactive bridge between the virtual and physical
dimensions. This immersive experience captivates
users, ensuring a seamless blend of traditional and
contemporary elements within the application.

3.7 Spatial Data Visualization: Illuminating
Connections

Spatial data visualization techniques further enhance
the user experience by illustrating intricate connections
within Tamil literature. Graphical representations serve
as a navigational guide, providing users with insights
into the relationships between different literary works,
authors, and historical periods in Tamil literature. This
visual aspect enriches the user experience, facilitating a
deeper understanding of the cultural tapestry.

3.8 User Interface Design: Culturally Relevant
and Inclusive

The application prioritizes user interface design
considerations, addressing nuanced challenges of
cultural sensitivity and accessibility. By ensuring
inclusivity and cultural relevance in the interface, the
goal is to create an application that resonates with users
across varying levels of familiarity with Tamil literature.

3.9 Transformation

The comprehensive flow of this transformative
methodology within the Google Collab environment
represents a symphony of advanced algorithms and
spatial computing techniques. It not only preserves
Tamil cultural heritage but also transcends boundaries,
fostering global appreciation for the linguistic diversity
and historical richness embedded in the tapestry of
Tamil literature. Through this interdisciplinary effort,
the application aims to illuminate the transformative
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role that Tamil can play in shaping the future of spatial
computing, making it an integral part of the global
digital landscape.
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Image 2: Flow chart representing the proposed model
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IV. RESULT AND DISCUSSIONS:

Our research project has yielded significant
achievements in the seamless integration of Tamil
cultural heritage into a spatial computing environment
within Google Collab. The linguistic analysis, involving
tokenization and Named Entity Recognition (NER),
successfully dissected complex Tamil texts, providing
a foundational understanding of cultural nuances. The
synthesis of an auditory dimension through a custom
Text-to-Speech (TTS) system brought age-old narratives
to life, achieving a melodic and authentic resonance that
transcends written text limitations. The introduction of
Dijkstra's Algorithm optimized paths within the Spatial
Application, enhancing user navigation and interaction
efficiency. Spatial Audio and Gesture Recognition
techniques enriched the auditory experience, providing
a three-dimensional representation of Tamil literary
works and introducing novel, intuitive user engagement.
The integration of Marker less Augmented Reality (AR)
brought digital representations of Tamil texts into the
physical world, creating an immersive bridge between
virtual and real dimensions. Spatial data visualization
techniques illustrated intricate connections within Tamil
literature, enhancing user understanding.

Achievements include a comprehensive application
that prioritizes cultural sensitivity and accessibility in
its user interface design. The project successfully blends
traditional and contemporary elements, fostering global
appreciation for the linguistic diversity and historical
richness embedded in the tapestry of Tamil literature.
This transformative approach sets a new standard for
cultural heritage preservation through spatial computing.
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V. CONCLUSION:

In conclusion, our research paper presents a
pioneering approach to seamlessly integrate Tamil
language, scriptures, and literature into the immersive
realm of spatial computing within the Google Collab
environment. The comprehensive methodology,
incorporating advanced algorithms such as Natural
Language Processing (NLP), Text-to-Speech (TTS)
systems, Dijkstra's Algorithm, and Marker less
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Established as an outcome of the TamilNet99
conference led by Muthamizharignar Kalaignar,
the Tamil Virtual Academy is actively engaged in

implementing it's mandates of online Tamil
education, maintenance of a Tamil Digital

Library and development of Tamil computing
tools. After 25 years, the Tamil Virtual Academy

is now spearheading an International
KaniTamil24 conference on behalf of the
Government of Tamil Nadu to explore the
confluence of Language and Technology in the
context of the current Artificial Intelligence era.
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